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Abstract

The essential points in developing any method to represent legal knowledge are that: (1) the method is easy for lawyers to understand and use, (2) it has the sufficient ability to express legal knowledge in detail, and (3) it is applicable to formalizing legal reasoning. For (1) I have suggested the legal knowledge representation by logic flowchart. For (2) and (3) I have offered the Compound Predicate Formulas (CPF) and developed it. In this paper I will explain these two methods, illustrating some examples, and also give the rigorous foundation of CPF based on logic i.e. the establishment of its syntax and semantics.

1 Introduction

In order to make up the legal knowledge base, one should abstract legal knowledge from literal sources such as legal articles, judicial precedents or textbook of laws, or from tacit knowledge of lawyers that is not expressed explicitly in the form of letters, and store that knowledge into data base on computers. Knowledge is, however, different from simple data in that knowledge is structured and formalized systematically so that computers can infer by making use of it. Therefore, how to formalize legal knowledge, in other words, how to represent legal knowledge, namely the way for legal knowledge representation, is the crucial problem for establishing legal knowledge base.

The essential points in developing any method to represent legal knowledge are that: (1) the method is easy for lawyers to understand and use, (2) it has the sufficient ability to express legal knowledge in detail, and (3) it is applicable to formalizing legal knowledge reasoning. For (1) I have suggested the legal knowledge representation by logic flowchart. For (2) and (3) I have offered the Compound Predicate Formulas (CPF) and developed it. In this paper I will explain these two methods, illustrating some examples, and also give the rigorous foundation of CPF based on logic i.e. the establishment of its syntax and semantics.

This paper is organized as follows. Chapter 2 attempts to illustrate the method of legal knowledge representation by logic flowchart. Chapter 3 deals with the reasons of the introduction of Compound Predicate Formulas (CPF), practical applications of CPF to legal reasoning, and its syntax and semantics. Chapter 4 is the summary.

*Meiji Gakuin University: 1-2-37, shiro-kane-dai, minato-ku, Tokyo, Japan; email: yoshino@tausei.u-tokyo.ac.jp.

1As the axiomatic system we adopt the prevailing standard one. Therefore we will not present it in this paper.
2 Representation of Legal Knowledge by Logic Flowchart

2.1 What is the Logical Flowchart of Legal Norm Sentences

Legal norm sentences have the structure of "legal requirement-legal effect." It means that when the legal requirement is met, the legal effect comes to occur. The legal requirement is composed of logical combinations of some legal requirement factors (legal facts). We can express this structure by a sort of flowchart, to put it more precisely, by a logical flowchart. Figure 0 shows the fundamental structure of legal norm sentence by logical flowchart.

![Figure 0. Fundamental Structure of Logic Flowchart of Legal Norm Sentence]

In Figure 0, rectangular boxes stand for legal requirement factors (legal facts); lines, their logical combinations; ellipses, (no) occurrences of legal effects; part above the starting line, the presupposition of a given flowchart; the header of the flowchart, the code name and its title. Rectangles added vertical lines on both sides show that they have their child flowchart(s) to decide whether the requirement concerned is satisfied or not. When the decision of each legal requirement factor is affirmative, to put it another way, the proposition concerned is proved, we proceed to the next lower rectangle (i.e., the next lower legal requirement) which is continued by a vertical line, in principle. When the decision is negative, we proceed to the next box which is continued by a horizontal line, in principle. This flow of decision from top to bottom is taken to be not only a logical structure but the order of decision, and in many cases the order of time.

2.2 Principles of Logic Flowchart of Legal Norm Sentences

Here we will explain the principles that build up logical flowcharts of legal norm sentences in terms of the logical structures of legal norm sentences. The logical norm structure of a unit legal sentence consists in a combination of the legal requirement and legal effect. The relation...
obtains that when the former has been met, the latter comes to occur. The combination of both is a logical one. In other words, the logical norm sentence has the logical structure that the requirement is the antecedent and the logical effect is the consequent: these can, therefore, be combined with logical operators, i.e., implication ("if": "→"), contra-implication ("only if": "←"), equivalence ("if and only if": "⇔"). Denoting the legal requirement by \( V \) and the legal effect by \( F \), the logical structure of legal norm sentences can be expressed as three types of logical propositions.

1. \( V \rightarrow F \): (if \( V \), then \( F \))
2. \( V \leftarrow F \): (only if \( V \), then \( F \))
3. \( V \leftrightarrow F \): (if and only if \( V \), then \( F \))

In type (1), \( V \) is a sufficient condition for \( F \); in type (2), \( V \) is a necessary condition for \( F \); in type (3), \( V \) is a necessary and sufficient condition for \( F \). Replacing \( V \) with \( F \) in type (2), (2) is reduced to type (1). Type (2) is logically equivalent to the following:

4. \( \sim V \rightarrow \sim F \)

Type (1), (2) and (3) can be respectively expressed by logic flowcharts (Figure 1).

The legal requirement can be analyzed into its legal requirement factors. The legal requirement factors, which are logically combined with each other, constitute one (unit) legal requirement that is combined with one legal effect. They are logically combined by the logical operators: conjunction ("and": "\( \cdot \)" ) and disjunction ("or": "\( \lor \)" ). When the factors are of the legal requirement \( V_1, V_2, V_3 \), the logical structure of the legal requirement results in three types (7), (8), and (9). The logical formulas correspond to the following logic flowcharts in Figure 2.
The law has a hierarchical systematic structure, in which more abstract concepts involve
legal concepts with concrete contents and more abstract concepts are concretized by more
concrete concepts. This is also the case with the combination of legal norm sentences, and the
latter is much concretized by the former. The principle for integrating legal norm sentences
which have a different degree of abstraction (or concretion, as is the same meaning) lies in the
definition of a rule. Namely, two norm sentences are combined with each other by the logical
operator for equivalence "\( \equiv \)". When a more abstract legal requirement factor V1 consists of
more concrete legal factors V1.1 and V1.2 and V1.1 is further concretized by V1.1.1 and V1.1.2,
then the logical formulas and logic flowchart will be expressed as in Figure 5.

In Figure 5 above, the relation between (17) and (18) as well as (19) may well be called
a main-sub, or parent-child relation. That is, (17) is parent of (18), and (18) is child of (17).
The same thing can be said for (18) and (19). Namely, (18) is parent of (19).
2.3 Examples of Logic Flowcharts of Legal Norm Sentences

I will show two examples of logic flowcharts of legal norm sentences in Figure 2A and 2AA. Both are taken from United Nations Convention on Contracts for the International Sale of Goods (CISG). In Figure 2A we can see the legal effect of "formation of contract" and the legal requirement which has the effect occur. This figure corresponds to Art. 23 of CISG. In this figure, the thick rectangle indicates that the concepts which are expressed in rectangles or ellipses are described in some place of the articles concerned, and the thin rectangle indicates that the concepts are not contained in any place of the articles in question. Figure 2AA is the child flowchart to decide whether the first legal requirement fact 2AA "An offer of A has become effective at T1" is satisfied or not. Figure 2AA is based on Article 15 in the said law.

[2A Contract is concluded] § 2.3

---

2 AA
Offer with the content A has become effective at T1

2 AB
An acceptance of the offer has become effective at T

2 A
Contract with A is concluded at T

\[ \sim 2A \]
It is not that contract with A is concluded at T

---

Article 23

A contract is concluded at the moment when an acceptance of an offer becomes effective in accordance with the provisions of this Convention.
2.4 Advantages of Legal Knowledge Representation by Logic Flowchart

The method of legal knowledge representation by logic flowchart has the following advantages. Firstly, lawyers can easily build up this flowchart by themselves and understand the contention of it. Secondly, for lawyers to build up this flowchart makes clear the order between lawyers' judgments, which they make tacitly, and the time order among legal facts. Thirdly, to build up this flowchart is effective for systematizing legal knowledge. In doing so, we may discover or confirm legal common knowledge that is presupposed among lawyers, and, above all, we may abstract knowledge as a frame for systematizing knowledge. However, this flowchart has its limit in that the formulation is basically in the level of propositional logic. To obtain more precise representation of legal knowledge dependent upon the inner structure of sentences, we need to formalize this knowledge in terms of predicate logic. I have developed the Compound Predicate Formulas, which is a conservative extension of predicate logic. Next chapter is concerned with this.

3 Representation of Legal Knowledge by Compound Predicate Formulas (CPF)

3.1 Why CPF?

In this section I will explain the reason why I have introduced CPF, not others. To say the reason in brief phrases, in order to represent legal knowledge adequately and plainly. To
clarify this point, we will take a simple example from legal sentences and present the difficulty of representing such a sentence by the standard first order logic. Consider this:

Ex. John made an offer to Mary, and it was accepted.

It is difficult to express the whole sentence in the standard first order language, for the standard first order language does not contain any device for representing the referential expression "it". We can symbolize, in the above sentence, "John made an offer to Mary" as "offer (John, Mary)", but how can we symbolize "it was accepted"? We all agree that the referential pronoun "it" that is part of the above sentence refers "an offer of John to Mary." Unfortunately the first order language has the ability to refer only individual entities but not any state of affair such as an offer made of John to Mary. As far as we are in the standard first order language, we must content ourselves with symbolizing the above example like, using a predicate $p(X_1, X_2)$, $offer (John, Mary)$. Though, this symbolizing does not reflect the inner structure this sentence has. This fact implies that the standard first order language is not rich enough to adequately represent legal sentences, and therefore to describe legal reasoning.

In short, the standard first order language lacks the means to refer to each legal act, which involves "that contract" or "the trade at 15:00 on Feb. 3rd, 1994." Moreover the standard language has no device to represent referential pronouns, say "that." What we really need is some richer language that enables us to deal with these expressions.

3.2 Some Precedent Approach

3.2.1 Lambda Abstraction

For instance, if the sentence "$X$ contracts with $Y$" is formalized as "contract," then the relation of contracting is, according to lambda notation, described as:

$$\lambda X \lambda Y (contract(X, Y))$$

In general given a predicate, lambda operators form the expression that refer to the concept the predicate denotes. However, by this lambda abstraction it is very difficult to designate any particular contract e.g. "the contract made between John and Mary at that time." Again what we would like to obtain is the method for referring each concrete instantiation of given legal relations rather than one for any abstract concept.

3.2.2 Class Notation

Then what if the class notation? In this notation, relations corresponds to classes and each instance, for example:

$$A = \{X : acceptance(X)\}$$

$$O = \{Z : \exists X \exists Y (offer(X, Y) \land Z = \langle X, Y \rangle)\}$$

$$\exists Z (Z \in O \land Z \in A)$$

A and O show (the extension of) a concept of "acceptance" and a concept "offer," respectively. Then the below (1) is obtained as the translation of a legal sentence "$X$ made an offer to $Y$ and it was accepted":

149
(1) $\exists Z \exists Y (\text{offer}(X,Y) \land Z = \langle X, Y \rangle \land \text{acceptance}(Z))$

As (1) shows, the class notation is adequate for denoting a concept itself while this method is clearly not satisfactory for denoting its particular instance. Indeed each instance is a certain element of a given class, as already noted. Many of expressions in natural languages, however, involve ample pragmatically i.e. contextual information, and it is hard to specify a purposed set, considering much contextual information, and even though the specification is acquired, the formula is all too often complex for us to understand. Also the class notation does not have any type of apparatus to represent referential pronouns. In legal sentences and legal reasoning, one does meet with referential expressions frequently.

3.3 A New Device—ID-symbols

In the previous section we have recognized that some approaches to overcoming difficulties as to the standard first order language are inadequate to express each individual legal act or to describe the sentences with referentials in the form which reflects the inner structure of them. Now we are in a stage to offer a new device for coping with these puzzles: ID-symbols. Though, before introducing ID-symbols we will account for the rough idea of them from which they stem.

Let us suppose that:

1. $\text{offer}(Z, X, Y); Z$ is an offer of $X$ to $Y$.

2. $\text{acceptance}(W, Z); W$ is the acceptance of $Z$.

If we assume these formulas, then a sentence "An offer of $X$ to $Y$ was accepted." would be formalized as follows:

(2) $\exists Z (\text{offer}(X, Y, Z) \land \text{acceptance}(Z, W))$

Compared (2) with (1), we find that (2) is more simple and plain, for in the assumptions expressions within which they contain the way for referring to a certain specified individual legal act or relation had been posited. And this is how we contrive a device called ID-symbols.

In general for any predicate $p(X_1, \ldots, X_n)$,

$$\text{ID} = p(X_1, \ldots, X_n)$$

is the predicate in question. For instance, for a predicate "contract(Mary, John),"

$$\text{ID} = \text{contract(Mary, John)}$$

expresses a contract between Mary and John. In other words, it is the name of that contract. Using ID-symbols, the formula (2) is more concisely rewritten as

(3) $\text{acceptance}(\neg, \text{ID} \land \text{offer}, \neg)$

Here I would like to emphasize, as the characteristics of ID-symbols, this sort of nominalization, i.e. an ID-symbol forms the name of a particular instance in a given concept. (Recall that notations by lambda operators or classes form the name of a concept itself.) As one more example, "the reject of that offer" is, by ID-symbols, formalized as
(4) \( ID = reject(-, ID = offer(-), -) \)

Using ID-symbols, we can easily deal with such a relatively complex case.

We may note, in passing, that, for ID-symbols to function as names, it is necessary that the obvious identity criterion for the referents of Id-symbols is given. It means that for particular instances of a concept the condition of continuity through time must be defined. So as to define that condition, we ought to define each legal concept strictly. But this problem is the matter of law and not that of logic.

3.4 Outline of Syntax of CPF

The following attempts to define the syntax of CPF. Most portions are the same as the standard first order language, CPF is highly different from the language so far in that CPF has new devices such as case symbols\(^2\) and ID-symbols. We have to define an describe the syntactical behaviors of ID-symbols more fully than here. But our concern here restricted only to program clauses. So we will think only quantifier free part i.e. Horn clause:

\[ B \leftarrow A_1, \ldots, A_n \]

where \( B, A_1, \ldots, A_n \) are literals.

The syntax of CPF is as follows:

1. Basic Vocabulary:

1.1. individual variables: \( X_1, X_2, \ldots, T_1, T_2, \ldots \)

1.2. individual constants: \( a_1, a_2, \ldots \)

1.3. case symbols \( agt::, obj::, goa::, tim::, \ldots \)

1.4. predicate letters: \( p_1, p_2, \ldots \)

1.5. list symbols \([\] \)

1.6. logical constants: \( \neg, \leftarrow, \forall \)

1.7. commas, parentheses: \( (,) \)

2. Terms and formulas:

2.1. Variables, individual constants and ID-symbols are terms.

2.2. If \( t \) is an individual constant, an individual variable or an ID-symbol, then \( agt : t \), \( obj : t \), \( tim : t \), \( goa : t \) are terms. \( (c_1, c_2, \ldots) \) stand for case symbols.

2.3. \( [t_1, \ldots, t_n](t_i(1 \leq i \leq n)) \) is a list.

2.4. \( p([t_1, \ldots, t_n]) \) is a formula.

\(^2\)Case symbols are a notation contrived to express the inner structure of predicate explicitly. On the syntactic and semantic status of case symbols, we may leave to another occasion.
2.5. If $A$ and $B$ are formulas, then $\neg A, A \rightarrow B$ are formulas.

2.6. If $A(X)$ is a formula, then $\forall X A(X)$ is a formula.

2.7. The definition of ID-symbols: For the predicate representing legal concept $p(t_1, \ldots, t_n)$, $ID - p([t_1, \ldots, t_n])$ is an ID-symbols of its predicate.3

2.8. For a predicate $p([t_1, \ldots, t_n])$, $p(ID - p, [t_1, \ldots, t_n])$ is a formula as well.4

2.9. An expression is a formula only if it can be shown to be a formula on the basis of conditions 2.4-2.6, 2.8.

Other logical constants are introduced by the definitions below:

$$A \land B \equiv \neg(\neg B \leftarrow A)$$
$$A \lor B \equiv B \leftarrow \neg A$$
$$\exists X A X \equiv \neg(\forall X \neg AX)$$

3.5 Legal Knowledge Representation in terms of CPF

Having defined syntax of CPF, we state legal knowledge representation using CPF. Here we cite an article and show how it can be translated into a formula of the language of CPF.

CISG article 23: A contract is concluded when an acceptance of an offer becomes effective.1

1. contract($ID - co, [agt : [X, Y], obj : C]$): A contract $C$ was made between $X$ and $Y$.


3. offer($ID - of, [agt : X, goa : Y, obj : C]$): An offer $C$ was made to $Y$ by $X$.

4. be - concluded($ID - be, [obj : ID - co, tim : T]$): $ID - co$ was concluded at time $T$.

5. become - effective($ID - be, [obj : ID - ac, tim : T]$): $ID - ac$ became effective at time $T$.

Based on these, the above article is translated into the formula below.

$be - concluded(ID - be, [obj : ID - co, tim : T_1])$
$\land contract(ID - co, [agt : [X, Y], obj : C])$
$\land become - effective(ID - be, [obj : ID - ac, tim : T_1])$
$\land acceptance(ID - ac, [obj : ID - of])$
$\land offer(ID - of, [agt : X, goa : Y, obj : C])$

Such a formula is called Flattized CPF formula (FCPF), and it is equivalent to the CPF formula below:

3 We will omit the arguments in ID-symbols unless leading to misunderstanding. Derivatively we will define ID-symbols about predicate symbols as well.

4 The former is called the formula without ID-symbol, the latter the formula with ID-symbol as a matter of convenience. As easily seen, we need a formula we need a formula to assure $p(t_1, \ldots, t_n) \iff p(ID - p, [t_1, \ldots, t_n])$, if we make an axiomatic system for a CPF.
be - concluded(ID - bc, [obj : contract(ID - co, [agt : [X, Y], obj : C]], tim : T1])

This formula is an abbreviation of the above FCPF formula. Legal sentences are described and stored into knowledge base in this form. To execute the predicational reasoning, these formulas are compiled (flattized) into FCPF above.\(^5\)

Next is the outline of procedure of the flattization. Any CPF formula \(A\) is flattened into an FCPF formula, i.e., for any CPF formula \(A\),

1. if \(A\) contains no formulas which have the form of \(p(ID - p, [c_1 : t_1, \ldots, c_i : q(ID - q, [])], \ldots, c_n : t_n](1 \leq i \leq n)\) in \(A\), the formula is not flattened.

2. if \(A\) contains any formulas described in 1, choose the left-most one in that formulas, replace \(c : q(ID - q, [])\) with \(c : ID - q\), and replace the original formula with the below one,

\[p(ID - p, [\ldots, c : ID - q, \ldots]) \land q(ID - q, [])\]

3. Repeat the procedure of 2 until it is not applicable.

3.6 Application of CPF to Legal Reasoning

In CPF ID-symbols play an important role. We have already seen some advantages of ID-symbols. In this section I will expand an advantage by the introduction of ID-symbols in legal reasoning. Since our CPF has its basis on the standard first order language, we can use inference rules of it. Besides that, ID-symbols increased the power of our language so that we could deal with some legal reasoning cases that have been difficult to cope with so far. For example, let us consider an inference like this:

Premise1. \(A\) made a contract with \(B\).

Premise2. If that contract is effective, then \(A\) can claim to payment to \(B\).

Premise3. That contract is effective.

Conclusion. \(A\) can claim payment to \(B\).

We will be in trouble with this inference if we have to formalize this within the standard first order language. The trouble is derived from that the standard predicate logic has no device for referring to any particular instance like "that contract". On the other hand, CPF tells us that the above inference is valid. The formalization by CPF is below:

Premise1'. \text{contract}(ID - co, A, B)

Premise2'. \text{claim} - \text{payment}(A, B) \leftarrow \text{is - effective}(ID - ie, ID - co)

Premise3'. \text{is - effective}(ID - ie, ID - co)

\(^5\)This flattization is, substantially, the procedure of converting a many-sorted formula into a one-sorted one.
Conclusion: claim = payment(A, B)

Notice that we can deal with this inference not because we have extended the inference rules of the standard first order logic (in fact we have not extended them), but because we have introduced ID-symbols, which enables us to refer to particular instances of a given act. That is to say, in the case of quantifier-free part, CPFL is an extension of the standard first order language.

I would like to suggest more two points about the usage of ID-symbols: in an inference (1) even if a particular ID-symbol is used with its argument not specified, we may identify the ID-symbol safely, and (2) when a particular ID-symbol is used and embedded in another ID-symbol such as a case, ID = r(t1, ..., ID = contract, ..., tn), we might be in trouble as to the identification of given plural ID-symbols.

3.7 Semantics of CPFL

We can define semantics of CPFL as usual. Only difference between usual first order language and that of CPFL is the introduction of ID-symbols in the latter.

The definition of a model of CPFL is as follows.

Definition 3.7.1 (Level of ID-symbols) Given an ID-symbol ID = P(t1, ..., tn), the number of ID-symbols in ID = P(t1, ..., tn) is called a level of the ID-symbol, and we express it as LEVEL(ID = P(t1, ..., tn)).

Definition 3.7.2 M =< D(= D1 U D2 U {⊥}), I > is a model of CPFL with respect to g(= g1 U g2) ⇐⇒

1. D1 and D2 are a class of individuals and a class of time points respectively. We stipulate that D1 ∩ D2 = ∅, ⊥ ∉ D1 U D2.

2. g1 : INDVAR0 → D1 and g2 : TIMVAR → D2.

3. If t is an individual constant, I(t) ∈ D1.

4. Given an n-place predicate p, I(p) ⊆ D^n where D^n is a Cartesian product of D with n times.

5. Interpretation of ID-symbols Given a predicate p(t1, ..., tn), the interpretation of its ID-symbol I_p(ID = p(t1, ..., tn)) is defined by the induction on the level of the ID-symbol.

I(ID = p) is a function defined on D. 8 If LEVEL((ID = p(t1, ..., tn))) = n ≥ 2, and the interpretation of ID-symbols of the level less than n have been defined, then I_p(ID = p(t1, ..., tn)) is defined as follows:

1. If (I(ID = p)) ≠ ∅, pick up an a such that a ∈ I(ID = p) so that I_p(ID = p(t1, ..., tn)) = a.

---

8INDVAR, TIMVAR are the set of the individual variables and the set of the time variables respectively.

I_p is a function such that for a variable X, I_p(X) = g(X) and for a term t of the other kind, I_p(t) = I(t).

In a special case, I(ID = p) is a function. As to the reason why we have defined in a more general way, we will explain later. The meaning of an ID-symbol is substantially identical to the meaning of constant in the case of quantifier-free formulas.
2. Otherwise, \( I_p(ID - p(t_1, \ldots, t_n)) = 1 \).

Definition 3.7.3 (Satisfaction of the Formulas) We define the satisfaction of the formulas of CPF by the induction on the complexity of them. Namely, for any model \( M = < D, I > \) and any assignment \( g \),

1. \( M \models g p(t_1, \ldots, t_n) \iff \langle I_g(t_1), \ldots, I_g(t_n) \rangle \in I(p)^g \)

1.1. \( M \models g p(ID - p, t_1, \ldots, t_n) \iff \langle I_g(t_1), \ldots, I_g(t_n) \rangle \in I(p)^g \)

2. \( M \models g \neg A \iff M \not\models g A^{11} \)

3. \( M \models g B \iff A \iff M \not\models g A \) or \( M \models g B \)

4. \( M \models g \forall X A(X) \iff \forall g' s.t. g' = X g, (M \models g' A(X))^{12} \).

We should explain the idea behind the model construction above. Interpretation of ID-symbols needs special explanation. If we understand an ID-symbol by analogy to a function,

\[ ID - r : < X_1, \ldots, X_n > \mapsto X_{n+1} \]

Namely,

\[ ID - r(X_1, \ldots, X_n) = X_{n+1} \]

Therefore, we are tempted to define as follows: given an assignment \( g \),

\[ I_g(ID - r(X_1, \ldots, X_n)) = I_g(ID - r)(< g(X_1), \ldots, g(X_n) >) \]

where \( I_g(ID - r) \) is a function.

If \( I(ID - r) \) is a function with non-empty range, its corresponding role of \( I(ID - r) \) in ordinary language is that of a singular term. We have expressions of this kind. For example, "that contract between a and b" is such an expression. But in any case, can we say that the above mentioned contract is unique or many or none? If there are several contract between A and B, and we can't determine the special one by the lack of information, then the decision remains obscure. Suppose that there are several contracts between A and B such as the contract on March 17, and the contract on November 16. For this reason, it is possible that when debating, they misunderstand each other what contract they are talking about. And it is also possible that when we infer about some contract, we do so without complete knowledge of the contract. Rather it seems that such a reasoning is typical in our ordinary life.

We would like to comment on the interpretation of ID-symbols.

- If we don't have enough information of ID-r to make it function, then \( I(ID - r) \) would be a correspondence. But if it is a function, then there will be no problem of misidentification.

In this case we can think with appropriate objects.

---

9. \( M \models g A \) should be read as: \( g \) satisfies \( A \) in \( M \). In CPF predicate of the original form, every argument of the predicate appear within a list, but for the sake of convenience, we employ predicates in a standard form. There is no essential difference between them.

10. The satisfaction is defined in the same way for atomic formula without ID-symbols \( p(t_1, \ldots, t_n) \) and atomic formula with ID-symbols \( p(ID - p, t_1, \ldots, t_n) \).

11. \( M \models g A \) should be read as: \( g \) does not satisfy \( A \) in \( M \).

12. \( g =_X g' \iff \) for any \( Y \) s.t. \( Y \neq Xg(Y) = g'(Y) \)
4 Conclusion

We have so far been stating the quantifier-free part of CPF (syntax, legal knowledge representation using it, semantics, and so on). At the end we are going to summarize in short merits of introducing CPF, especially ID-symbol.

- CPF makes expressive capacity richer, and can mention each legal acts of buying and selling.
- CPF makes legal knowledge representation which has close form to natural language.

In this way CPF has big advantages. Above all the best significance of this paper is to give a logical basis of CPF.

I would like to state further tasks. I have hesitated offering the explanation of case symbols in order to avoid making obscure the forms of argument, but they are an important tool. Case symbols are a device for clarifying that which role terms play in a predicate. It is interesting to give semantics to such a category of grammar.

I then have often mentioned the characteristics of ID-symbols as a demonstrative pronoun. Next steps, we must consider other kinds of demonstrative pronoun (indexicals such as “I”, demonstratives such as “the book I have” and so on) from the wider point of view. Now I present two points to consider in future.

- How to formally identify objects that are represented by making some extension of first order language
- How to combine ID-symbols and many sorted language
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