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Editorial for Special Issue:

Al and Law

Hajime Yoshino Katsumi Nitta

Faculty of Law, Meiji Gakuin University Depariment of Computational Intelligence and Systems Science,
1-2-37 Shirokanedai, Minatoku, Tokyo 108, Japan Tokyo Institute of Technology
E-mail: yoshino@mh.meijigakuin.ac.jp 4259 Nagatsuta, Midori-ku, Yokohama 226, Japan

E-mail: nitta@dis titech.ac.jp

In the last issve (Vol.1, No.2), we introduced the Legal Expert System (LES) project
led by Hajime Yoshino of Meiji Gakuin University, presenting six papers on the LES
project. Those papers were mainly related to higher order reasoning systems such as
case-based reasoning, abductive and induclive logic programming, nonmonotonic rea-
soning, and analogical reasoning.

The objective of the LES project was to develop a legal expert system effective for
use by lawyers, so the project covers inference mechanisms, analysis of legal knowl-
edge, and user interfaces.

In this second special issue on the LES project, we present five more papers, mainly
related to the analysis of legal knowledge, legal knowledge representation language,
and legal reasoning system user interfaces.

Hajime Yoshino analyzes the logical structure of contract law. To develop a knowl-
edge base for the United Nations Convention on Contracts for the International Sale of
Goods (CISG), he proposes a clear logical model of the contract law system, which
treats relations between events and legal status such as rights and obligations. Yoshino
demonstrates that legal metarules are effective in constructing deductive legal reasoning
systems, and are appropriate from the viewpoint of jurisprudence.

Seiichiro Sakurai discusses the logical features of the legal knowledge representation
language, CPF, developed by Hajime Yoshino. CPF is a logic programming language
that enhances the representation of complex data structures. CPF is a convenient tool
for representing legal knowledge, yet lawyers often attempt to describe nonexecutable
forms of CPF rules.Sakurai introduces a way to construct an executable knowledge base
from lawyers’ CPF rules.

Masato Shibasaki and Katsumi Nitta introduce a new framework to formalize non-
monotonic reasoning with dynamic priorities. The several frameworks proposed thus
far to model relationships among arguments do not treat complex arguments, composed
of strict rules and default rules. They show that the new framework represents such
relationships and analyze these relationships for this framework and others.

Takashi Miyata and Yuji Matsumoto introduce LES natural language generation
using a user interface for lawyers rather than computer scientists. They describe a
sentence generation system that translates logical forms provided from an inference
engine into natural-language sentences, and present the unification grammar, generation
algorithm and graphical debugging tool.

To develop a knowledge base, the lawyers of the LES project analyze and represents
the relationships between requirements (actions or events) and consequences (legal
status) of legal rules in the form of logical flowcharts. Once the appropriateness of a
flowchart is confirmed, they convert it to a CPF rule in their knowledge base. Koji
Miyagi, Motoki Miura and Jiro Tanaka developed a flowchart editor that makes legal
flowcharting easier. To make it easier to decide where to locate flowchart components
and draw linens between the components, the editor possesses several algorithms.
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Paper:

Logical Structure of Contract Law System
— For Constructing a Knowledge Base of the United Nations
Convention on Contracts for the International Sale of Goods -

Hajime Yoshino

Facuity of Law, Meiji Gakuin University
1-2-37 Shirokanedai, Minato-ku, 108 Tokyo
E-mail: yoshino@mh.meijigakuin.ac.jp
[Received January 20, 1998, accepted February 10, 1998}

In order to construct a deductive legal knowledge base,
it is necessary first to clarify the structure of the law as
a deductive system from which a legal judgement can be
justified as a conclusion of logical deduction together
with relevant facts. As the legal state of affairs changes
according to the time progress of an event, a clarified
Jogical model of law is necessary to enabte us to deduce
the changes among legal relationships over time from the
beginning to the end of a case. This study presents such
a model based on Logical Jurisprudence, in which the
relationship between legal sentences and the legal meta
sentences regulating the validity of legal sentences plays
a definitive role. The mode! is applied to the United Na-
tions Convention on Contracts for the International Sale
of Goods (CISG) to develop a deductive knowledge base.
The deductive structure of the contract iaw is clarified
so that appropriate answers are deduced to questions
about legal state of affairs at any time point as a result
of the application of CISG provisions to a concrete case.

Keywords: Contract, CISG, Expert system, Al, lLegal
knowledge, Logical structure

1. Introduction

In the “*Legal Expert’” Project, we have developed a
knowledge base of the United Nations Convention on Con-
tracts for the International Sale of Goods (CISG). For a lcgal
knowledge base of the CISG, it has been necessary for us
first to clarify the logical structure of the contract law sys-
tem as a whole because, to show {justify) a legal judgement
as a conclusion of logical deduction from a legal system of
the CISG, together with a given fact by means of a legal
expert system, we must make a deductive knowledge base
of the CISG and, for such construction, we must to have a
clear logical model of the contract law system to which the
CISG belongs and upon which it is based, thus making it
possible to justify the judgement as a result of logical de-
duction.

The legal state of affairs, which refers to the status of
legal relations, changes according to time progress of an

cvent. We thercfore must clarify such a logical model of law
that enables us to deduce changes of legal relation according
to time, regardless of any time point in given events from
the beginning to the end: for example, before or after the
contract conclusion; before or after fulfillment or non-ful-
fillment of an obligation on contract; before or after reme-
dies for breach of contract; before or after canceliation of a
contract, before or after fulfillment or non-fulfiliment of
testitution, and so on. The present work contributes to this
clarification.

The systematization of law, i.e., to present the law as a
deductive system, has long been a central theme of legal
theories, but remains iflusive.' Modern mathematical logic
and the construction of a knowledge base system of law
gives us the opportunity to systematize this properly, suc-
cinctly and explicitly and demonstrate that the proposed
systematization is correct.

I believe we have already clarified the logical structure
of the contract law system in the above sense and have
developed a knowledge base that demonstrates it appropri-
ately. Our aim is to present the essence of that clarification
of the logical structure of contract law system by focusing
on the United Nations Convention on Contracts for the In-
ternational Sale of Goods (CISG}).

The study is based on Logical Jurisprudence. This paper
demonstrates the basic structure of law from the point of
Logical Jurisprudence. In accordance with such a frame-
work, this study clarifies and demonstrates the structure of
contract law as a deductive system from which a lcgal de-
cision may be justified as a logical deduction when the
CISG is applied to a concrete case. This report considers the
refationship between legal sentences and legal meta sen-
tences that provide the validity of legal sentences as the
starting point for legal knowledge analysis and modeling.
From this point, a deductive model of the contract law sys-
tem is presented and applied to the CISG. The legitimacy
of the model is demonstrated in an example of the CISG
application to a concrete case.

1 ‘The systematization of law has been endeavored especiafly in continental law countrics. Scholars of modern natural law, such as H. Grotiius,
S. F v. Pufendorf, and B. de. Spinoza have tried to presenl the natural law system as a deductive system such as geometry. Legal scholars of
general theory of law in Germany, such as F. R, Bierling and K. Bergbohm, have tried to cxplicate positive law as a deductive system. From
a strictly logical point of view, however, they did not succeed in presenting a legal system as deductive. Cf. Ref.9).
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2. Logical Jurisprudence

Logical Jurisprudence (‘“‘ronri hogaku®’ “Logishe
Rechtslehre’”) is a Iegal theoretically developed form of a
discipline in Jurisprudence that we call “legal logic™ or
*“Juristishe Logik.”

Logical Jurisprudence tries to constitute the world of le-
gal discourse in terms of smallest unit of primitives. It starts
from three primitives: ““sentence,” ““validity’’ of sentence,
and “‘inference rule.”” Logical Jurisprudence attempts to ex-
plain or model the law using these three notions.

Logical Jurisprudence does not support in the existence
of ““legal norms as a meaning,”” which has traditionatly
been admitted or presupposed in legal studies and praxis.
Logical Jurisprudence presupposes the notion *‘sentence.’’
Sentences exist, as a form of written or spoken sign, cogni-
zable or perceptible and therefore communicable. In our
opinion, legal norms as a meaning belong to the world of
images. It is what is imagined when legal sentences are
thought of. To communicate images to other persons, they
must be put them into sentential form perceptible by others.
Logical Jurisprudence considers sentences in the field of law
as the direct and sound object of legal recognition.? The
second basic conception in Logical Jurisprudence is *“valid-
ity”" of a legal sentence. The validity of a legal sentence is
viewed by Logical Jurisprudence as a “‘truth in the logical

sense.”” That a legal sentence is valid means that the sen- Y

tence is true in the world of legal discourse, i.c., legally true.
Logical Jurisprudence represents this legal truth by means

of a predicate (e.g., “‘is_valid(sentencel, goall,‘timel),”‘i‘_
which could be read as follows: ‘‘a sentencel is valid for a

goall at timel.”” The representation of the validity concept
by a predicate is characteristic of the knowledge repre-

sentation of Logical Jurisprudence that corresponds to the

natural language representation of knowledge in:the real
legal world. ) R
The third basic concept in Logical Furisprudence is the

““inference role.” The logical correct reasoning is based ori,

inference rules. The main inference rule is Modus Ponens
which is represented in the following schema where’A and
B express propositions:

(A~B),A=B

This formula is read: If ‘if A then B’ is true and A is ‘

true, then follows: B is true. Modus Ponens is the basic
reasoning schema legal justification, as discussed later,

In Logical Jurisprudence, legal reasoning is a process of
the devclopment of legal sentences. In other words, legal
sentences are developed in the process of legal reasoning,

Logical Jurisprudence divides legal reasoning into rea-
soning of justification and reasoning of discovery. Reason-
ing of legal justification is reasoning through which a
judgement is justified from already justified legal knowl-
edge. Logical deduction is type of reasoning in legal justi-
fication. The logical structure of this reasoning is Modus
Ponens. Judgement may not be deduced from statutes and
facts alone, but may be shown to be deduced from the whole

Logical Contract Law Systein Struture - For Constructing a

body of legal knowledge, including statutes, facts, and ad-
ditional legal sentences to the former as implicit legal com-
mon sense or as a result of the reasoning of legal discovery,
Logical Jurisprudence makes this implicit or discovered
knowledge clear and identifies it to make it explicit. Fol-
lowing are such additional legal sentences: principles of law
that unify statutory legal sentences; common sense about
legal terms, especially hierarchical relations between legal
concepts; and the proposition of interpretation of statutes
that are produced by the reasoning of legal discovery. Logi-
cal Jurisprudence analyzes legal knowledge in detail, recog-
nizes and demonstrates the implicit knowledge of legal
experts, and legal sentences created by the reasoning of
legal discovery, such that the reasoning of legal justification
is formed as logical deduction,

Reasoning of legal discovery is reasoning through
which judgements themselves or additional legal sentences
are discovered or created. This reasoning is based on logical
deduction because discovered legal sentences are to be set
so that the whole reasoning process including these addi-
tional sentences can be presented as a logical deduction on
the one hand and the reasoning of discovery is to be per-
formed through a falsification inference on the other.’ Fal-
sification has the logical structure of Modus Tollens:

(A=B8),-B= A

This formula is read as follows. If “if one sets a hypothe-

" sis’A (together with theorems accepted already) then B fol-
*~lows’ and it is proven that B is not true, the it follows that
“hypothesis A is not true. (The legal hypothesis cannot be
" proven as just but only falsified as unjust.)

The reasoning of legal discovery, however, requires

.. something more than deduction. To get hypothesis A in the
" “schema above, abductive or inductive reasoning are needed.
- Reasoning to get a hypothetical fact sentence is abduction
~ and reasoning to generate a rule is induction. Logical Ju-

risprudence analyzes the legal reasoning process in two di-
rections: (1) concretization (putting in concrete terms) and
(2) systematization. This is also true for legal reasoning of
discovery. The study of legal interpretation or analogy is
important to concretization. In systematization, it is impor-
tant to make legal principle sentences clear which will en-
able us to bring mere collections of Iegal sentences into a

*_ system, on the one hand, and to analyze how legal principle

sentences are to be found as hypotheses, on the other.

The structure of legal reasoning in the application of law,
where both reasoning of justification and discovery interact
to a concrete case is shown in Fig.1,

The study of legal discovery reasoning is important to
the theory of legal reasoning, both in concretization (Ct.
Ref.15)) and systematization.” Few engincers, however,
study legal knowledge systematization itself, i.e., showing
laws as a deductive system. This is: because engineers as-
sume that a theory of science has a deductive system, they
are not interested in finding the deductive structure of law
and, furthermore, legal knowledge is too specialized and
complicated for engineers to deduce the structure. To con-
struct a legal expert system, however, the deductive struc-

2 The difference between conventional and legal sentences and how these differ is discussed in section 3.2.1.

3 We proved the quasi-deductive structure of such legal (theoretical) systems in modern mathematical logic and clarificd the logical structure of
feasoning of legal discovery as ap falsification inference to reasoning of justice through which one gets more just legal rules, applying K.
Popper's Theory of Falsification.” We applied this result to anﬂl)yzc the logical structure of legal decision, where judges get a certain legal

decision reasoning, as falsification inference of Modus Tollens.

Vol.2 No.1, 1998
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Fig. 1. Legal Reasoning Structure.

ture of law must be clarified to make a deductive knowledge
base. It has long been desired in legal studies to clarify the
deductive system of law and to systemalize legal knowl-
edge.” We focus on how to systematize the law of contracts
as a logical deductive system,’ leaving the reasoning of legal
discovery in CISG to another time.’

3. Basic Concepts and Structures of Legal
Sentences

Sentences in the legal field, referred to here as legal
sentences, are starting points. We introduce basic legal sen-
terice concepis, according to which legal sentences are clas-
sified so that faws can be systematized as a deductive system
of legal sentences.

First, it is important to distinguish between legal rule and
fact sentences. Legal sentences consist of two types: Legal
rule sentences have the following syntactic form:
“VX{a(X) = b(X)}.’* This formula is read: ““For all X, X
is a, if X is b."”” In legal sentences, the consequence of the
sentence, which is the formula at left in the implication, is
calied a “‘legal consequence’’ and the antecedent, which is
the formula at right, is called a “‘legal requirement.”” Legal
fact sentences have the following syntactic form: **b(x1),”
read: “‘x1 is b.”” Note that the difference between legal tule
and fact sentences is, in Logical Jurisprudence, purely syn-
tactic, as mentioned above.

Second, legal sentences are to be further classified in

terms of clementary and complex legal sentences. An ele-
mentary legal sentence is the smallest unit of legal sen-
tences. Statutes or contracts are composed of elementary
legal sentences, e.g., “‘one must drive a car under 100 km
/hour on a highway" or ‘A may require B to pay the price
of $10000.”” A complex legal sentence is a group of legal
sentences, e.g., ‘‘the United Nations Convention on Con-
tracts for the International Sale of Goods,”’ or ““a contract
for sale of a farming machine between A and B on October
8,1997." Code and parts or sections or an article of a statute
is a compiex legal sentence. In most cases, the fact that a
certain legal sentence belongs to a complex legal sentence
is represented by the place and space where they are printed.
The relationship is represented in Logical Jurisprudence by
a sentence describing the united relationship of grouped
sentences. The concepl of a complex legal sentence enables
us to treat the validity of legal sentences at once. Namely,
if one has described the validity of a complex legal sentence,
then ali legal sentences that belong to it have been regulated.
The advantage of the complex legal sentence is that it con-
tributes to producing cconomical description.

It is also important for the deductive systematization of
legal knowledge to distinguish between legal object sen-
fences and legal meta sentences. A legal object sentence
describes the object itself . In the legal dormain, the object
is an ‘‘obligation.”” Legal object sentences prescribe the
obligations of a person. The sentence ‘“one must drive a car
under 100 km /hour on a highway’’ or ‘B must pay A the
price of $10,000”" is a legal object sentence. A legal meta
sentence prescribes legal sentences. More precisely, it de-

4 Interesting books on law and legal reasoning modeling have been published.™ Qur study developed independently of them. Our approach is
different from Kralingen's approach, for example, in that it is not conceptual or frame-based, but purely logical, especially in that we analyze
and reconstruct the law intensively in ‘‘legal sentences,” “‘their validity,”” and *'logical deduction.” .

5 We have alrcady done this to a certain extent, i.¢., Ref.15).
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Fig. 2. Existence of Obligation and Validity of a Legal Sentence.

scribes the validity of a legal sentence. Some legal meta
sentences describe the validity of legal meta sentences. An
example of a legal meta sentence is: “°A law is enforced 20
days after the day of its promulgation®” (Article 1 of the law
governing the application of laws (HOURED) or (1) This
Convention applies to contracts of the sale of goods between
parties whose places of business are in different states: (a)
when states are contracting states; or ... ** (Article 1 of the
CISG).

Law ultimately prescribes the obligation of persons. In
other words, people’s conduct is ultimately regulated by
obligations given them by law. What legal obligations exist
depend on the legal sentences that describe obligations, or
more precisely, on the validity of legal object sentences, The
validity of legal object sentences is prescribed by legal meta
sentences. In Logical Jurisprudence, the existence of A’s
obligation to do Z means that ““A has an obligation to do
Z” or “'It is obligatory for A to do 2"’ is valid, The relation
of the existence of an obligation and the validity of a legal
object sentence describing the obligation are shown in Fig.2.

The validity of legal meta sentences that prescribe legal
object sentences is prescribed by other legal meta sentences.
A legal meta sentence that prescribes the validity of a legal
meta sentence is cailed a higher or upper level legal meta
sentence. The validity of each legal meta sentence is pre-
scribed by a higher level of legal meta sentences. The high-
est, final level of legal meta sentence is called a ‘“basic®” or
“fundamental’’ legal sentence. The validity of the final,
highest legal meta sentence is set as fact.®

In legal sentences describing rights, note that they are not
legal object sentences, which describe obligations. They do
not belong to an object level of legal language but to a meta
level. Logical Furisprudence takes sentences that describe
rights as a fegal meta rule sentence, which make it possible
to set forth a new legal objcct rule. This is discussed later.

4. Case and Solution

This section describe an example of CISG and.questions
on the example, and introduces legal solutions to questions
50 that the deductive knowledge structure of contract law,
by which solutions may be deduced are clarified.

{Case7h] ‘

(1) On April 3, 1997 A, a farming machine maker in New
York sent a letter to the branch office in Hamburg of B,
a Japanesc trading company. The letter indicated that A
was to sell B a set of farming machines for $50,000, and
that A was to deliver the machine to B by May 10 and
that B was to pay the price to A by May 20.

(2) On April 8, the letter reached B, the branch office in
Hamburg. -

(3) On April 9, B made a telephone call to A. ‘“The offer
is accepted.” Then, B said to A, “‘I would like to with-
draw my offer.”’ ‘ S

(4) On May 1, A finally handed the farming machine over
to 2 Japanese container ship at the port of New York.

(5} On May 31, the machine was delivered to the branch
office in Hamburg. ' '

(6) On June 5, B examined the machine. ‘

(7) On May 10, B paid the price of $50,000 to A.

(8) On August 10, the machine proved to out of order be-
cause of a faulty connection gear. B immediately notified
A specifying the nature of the problem.

(9) On September 1, B asked A to repair the problem within
one month. A did not repair it until October 1.

{10)On Qctaber 10, B declared the contract void.

(11)On December 10, A recovered damages and B restituted
the machine delivered by A.

(12)On December 20, A estitute the price paid by B.

6 Ref.d), p.109, proposed the concept of “‘basic norm.” Note that my basic legal rule sentence does not always coincide with Kelsen’s concept.
They differ in that Kelsen starts on legal norms as a meaning, while T start on legal rule senlences; Kelsen’s basic norm is conceived of s a
norm that gives the ground of the validity of constitution or convention as a given positive law, while my theory presents both such a basic
legal rule sentence and fundamental rules always applied where the validity of a legal sentence is to be decided, This has become the case of

our logical analysis of legal systems and legal reasoning,
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The following questions are set as examples:

[Question]

At each of the points in time below, what is the legal
relation between A and B?
: April 5
: April 15
: May 5
: August 15
: September 15
: October 5
: November 15
: December 15
: December 25

el o e R B

The following CISG articles apply:

Article 15

(1) An offer becomes effective when it reaches the offerec.

(2) An offer, cven if it is irrevocable, may be withdrawn if
the withdrawal reaches the offerce before or at the same
time as the offer.

Article 16

(1) Until a contract is concluded an offer may be revoked
if the revocation reaches the offerce before he has dis-
patched an acceptance.

Article 18
(2) An acceptance of an offer becomes effective at the mo-
ment the indication of assent reaches the offeror.

Atticle 23
A contract is concluded at the moment an acceptance of
an offer becomes effective in accordance with the provi-
sions of this Convention.

Article 31
If the seller is not bound to deliver the goods at any other
particular place, his obligation to deliver consists:
(a) if the contract of sale involves carriage of the goods
- in handing the goods over to the first carrier for
transmission to the buyer,

Article 38

(1) The buyer must examine the goods, or cause them to be
examined, within as short a period as is practicable in the
circumstances.

Article 39

(1) The buyer loses the right to rely on a Jack of conformity
of the goods if he does not give notice to the seller
specifying the nature of the lack of conformity within a
reasonable time after he has discovered it or ought to
have discovered it.

Article 45

(1) If the seller fails to perform any of his obligations under
the contract or this Convention, the buyer may:
(a) exercise the rights provided in articles 46 to 52;
(b) claim damages as provided in articles 74 to 77.

(2) The buyer is not deprived of any right he may have to
claim damages by exercising his right to other remedics.

6 Journal of Advanced Computational Intelligence

Article 46

(1) The buyer may require performance by the seller of his
obligations unless the buyer has resorted to a remedy
which is inconsistent with this requirement.

(2) If the goods do not conform with the contract, the buyer
may require defivery of substitute goods anly if the lack
of conformity constitutes a fundamental breach of con-
tract and a request for substitute goods is made either in
conjunction with notice given under article 39 or within
a reasonable time thereafter.

(3) If the goods do not conform with the contract, the buyer
may require the seller to remedy the lack of conformity
by repair, unless this is unreasonable having regard to all
the circumstances, A request for repair must be made
either in conjunction with notice given under article 39
or within a reasonable time thereafter.

Article 47
(1) The buyer may fix an additional period of reasonable
length for performance by the seller of obligations.

Atrticle 49
(1) The buyer may declare the contract avoided:

(a) if the failure by the seller to perform any of his
obligations under the contract or this Convention
amounts to a fundamental breach of contract; or

{b) in case of non-delivery, if the seller does not deliver
the goods within the additional period of time fixed
by the buyer in accordance with paragraph (1) of ar-
ticle 47 or declares that he will not deliver within the
peried so fixed.

[Solution]

1) On April 5, there is no legal relation between seiler A
and buyer B.

2) On April 15, A has a duty to deliver the farming machine
to B by May 10 and B has a duty to pay the price of
$50,000 to A by May 20, while B has the right to require
A to deliver goods to B and A has the right to require B
to pay the price to A by May 10.

3) On May 5, B has a duty to pay the price of $50,000 to
A by May 20, while A has the right to require B to pay
the price to A by May 10,

4) On August 15, A has the duty to recover the damage,
while B has the right to claim A for damage and B has
the right to require A to repair the machine.

5) On September 15, A has the duty to recover the damage
and a duty to repair the machine, while B has the right
to claim damage from A and B has the right to require
that A repair the machine, restricted to exercise,

6) On October 5, A has the duty to recover the damage and
to repair the machine, while B has the right to claim
damage from A, B has the right to require A to repair the
machine and B has the right to declare the contract void.

7} On November 15, A has the duty to recover the damage
and the duty to restitute the price paid by B, and B has
the duty to restitute the machine delivered by A, while
B has the right to claim damage for A and the right to
require A to restitute the price, and A has the right to
require B to restitute the machine.

8) On December 15, A has the duty to restitute the price
paid by B, while B has the right to require A to restitute
the price.
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Fig. 3. Changes in Legai Relations.

The above solutions correspond to obligation and right. In this chart, the existence of legal relations is indicated by the rectangle zones of
the validity of legal sentences which describe obligations and rights. '

9) On December 23, there is no legal relation between A

and B on the contract.

The changes of legal relation according to the time pro-

gress in case 7h are shown in Fig.3.

The knowledge structure enabling deduction of the above
solutions, or enabling the formation of rectangle zones of
legal relations is to be clarified below.
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5. Logical Structure of Contract Law Regu-
lating Changes in Legal Relations

In Logical Jurisprudence, the existence of an obligation
means that a legal object sentence describing the obligation
is valid as mentioned above. The existence of A’s obligation
to deliver a farming machine to B means that **A has an
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obligation to deliver a farming machine to B*” or *It is
obligatory for A to deliver a farming machine to B’ is valid.
Jf the parties have an obligation to deliver a farming ma-
chine to B based on a contract, it is so because the sentences
in the contract describing the obligation (that is, legal object
sentences) are valid as proved. The contract law is a set of
legal meta rule sentences that regulates the validity of the
legat objcct sentences of the contract, Below, We show what
legal meta rule sentences work to prove the validity of legal
object sentences related to contracts and how they do so.

5.1, Legal Rule Sentences Deciding that Legal Sentences
are Valid,
The following fundamental legal meta rule sentence is
valid for confirming that legal sentences are valid:’

(mrl) ‘A legal sentence S is valid at the time T if
and only if S becomes valid at time Tl before T,
and § is not terminated wntil T."’

This legal rule sentence cannot be found as a statutory
text in the CISG or other regulations. This is a fundamental
legal meta rule sentence implicitly taken for granted by the
CISG and all other regulations. Without this rule, no statu-
tory legal sentence works when it comes to application. This
rule is the most fundamental among legal meta rules ena-
bling us to put mere collection of legal sentences into a legal
system, This rule applies to every case where the validity of
legal sentences is considered.

In deciding, for example, whether legal sentence **A has
an obligation to deliver the machine to B on April 157" is
valid, we apply this rule and examine its two specified re-
quitements: ***A has an obligation to deliver the machine to
B’ becomes valid before April 15'” and “*‘A has an obliga-
tion Lo deliver the machine to B’ is not terminated until April
15.” if both requirements are satisfied, then the legal object
sentence is valid in April 15. Therefore, A’s obligation to
deliver the machine exists in the prevailing usage of legal
language; if not, it is not valid, and therefore the obligation
does not exist. .

How are legal sentences to be systematized under this
fundamental legal meta rule sentence? All other legal meta
rule sentences are systematized as subrules of this sentence,
as rules to decide whether the two different requirements of
this fundamental meta rule sentence, i.c. *‘the legal sentence
becomes valid”’ and ‘‘the legal sentence is not terminated,”
are satisfied.’

Now, we shall clarify the structure of legal knowledge
deciding these two factors, i.e. “‘the legal sentence becomes
valid’® and ‘‘the legal sentence is not terminated’” focusing
on the validity of legal object sentences to make the logicat
structure of legal knowledge regulating changes of legal
obligation clear. Here, note the following: ‘*The legal sen-
tence is not terminated’’ means ‘it is not the case that the
legal sentence is terminated.’” In the real legal world, there
is no rule that decides directly ‘‘a legal sentence is not
terminated,”® but there exist many legal rule sentences that

decide “‘a legal sentence is terminated.”” The negation of
the sentence “‘a legal sentence is terminated” is conceived
of as proven in fact if the later sentence fails to be proven.

5.2. Logical Structure of Contract Law Deciding
Accrual of Obligation

Legai obligations accrue because legal object rule sen-
tences become valid, as mentioned above,
5.2.1. Accrual of validity of elementary legal sentences
with accrual of contract validity

The accrual of validity of a complex legal sentence fol-
lows the accrual of validity of clementary legal sentences
belonging to it. The following legal meta rule sentence is
presupposed:

(r01) become_valid(ES,G, T} <
element_complex_sentence(ES,CS) &
become_valid(CS,G,T)

This rule is read: A legal sentence ES becomes valid for
goal G at time T, if ES is an element sentence of complex
sentence CS and CS becomes valid for G at T.

Consider, for example, the change in the legal relation
on April 9 in Fig.3. As the contract as a complex legal
sentence has become valid, the following two obligation
sentences (legal object sentences) as elementary legal sen-
tences of the contract, become valid: ‘A has an obligation
to deliver the machine to B’" and “‘B has an obligation to
pay the price A by May 20.”” The main part of conract law
is legal meta rule sentences regulating changes of validity
of the coniract itself as a complex fegal sentence, i.e., the
accrual and termination of its validity.

Figure 4 is a logical flowchart of the tegal rule sentence
that decides the accrual of validity of contract. 3AA1BA in
Fig.4" means that the contract is concluded. The “‘conclu-
sion’’ of the contract means that it is formed as a legal
sentences named contract, Legal sentences differ from con-
ventional sentences because legal sentences satisfy the re-
quirements of legal meta rules prescribing the formation of
the relevant legal sentences such as contracts, judgements,
statutes, constitutions, and conventions.

Part 2 of CISG regulates in detail the conclusion of con-
tracts from Articles 14 through 24. To bring them into a
unified system, however, we need a legal rule sentence such
as that in Fig.5.

This rule is related to Article 23, but is not the same. The
article does not refer to the effectiveness of an offer directly.
For Articles 14 through 17 to be systematized, the first
requirement must be met. This legal rule sentence therefore
[2A] (Fig.5) is a legal principle of contract law." (This rule
would be valid for CISG and also for other contract laws.)
Articles 14 through 17 and 24 in part 2 are to systematized
as a subrule of the first requirement {2AA] of this legal rule

~ sentence. Articles 18 through 22 and 24 in part 2 are sys-

tematized as a subrule of the second requirement {2AB].

7 The validity of this fundamental legal meta rule is a facl, or is presupposed always valid. In our knowledge base, a sentence that describes

this mrl is valid is set as a legal fact sentence.

8 Thus, all legal meta qules in this sease contribute to regulating the validity of legal sentences.

9 For knowledge representation of law by logical flowcharts, refer lo Refs.16) and 17).

10 This legal requirement is defined and the inference process of the discovery formalized in Ref.7).
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Fig. 5. [2A] Contract is concluded.

5.2.2. Accrual of validity of a legal sentence by exercising
rights

In some cases, the accrual of validity of the elementaty
legal sentence by itself, not as a result of the accrual of
contract validily, is regulated. An obligation accrues, for
example, along with exercise of the relevant right. In Figure
3, the legal sentence ‘B has an obligation to repair the
machine for A’" becomes valid because A exercised the
right to require the repair of the machine on September 1.

Logical Jurisprudence does not consider sentences de-
scribing rights as a legal object sentence as in the prevailing
opinion in legal theories, but as a legal meta rule sentence,
as described above. That a person has a right to require
another person to do Z, for example, means, in our opinion,
that the person may arrive at a legal object sentence con-
cluding that the other person is obiigated to do Z.

The legal meta rule sentence below must be valid.

Vol.2 No.1, 1998

(3AA2) “'A legal sentence ‘X has an obligation to
do Z’ becomes valid at time T, if a legal sentence
'Y has a right to require X to do 2’ is valid at
time T, and Y exercises the right to require X to
do Z at time T.”’

The accrual of seller A’s concrete obligation to repair the
machine on September 1. For example, in Fig.3, for the
present case is deduced by the application of this rule. The
proof is as follows: The second requirement of the rule ‘Y
exercises the right to require X to do Z at time "’ is satisfied
by buyer B’s excrcise of the right to require seller A to
remedy the problem by repair on September 1. The instan-
tiated first requirement, *“‘Buyer B has a right to require
seller A to remedy the lack of conformity by repair on Sep-
tember 1’ is valid,”’ is proved by applying the fundamental
meta rule mrl. The instantiated first condition of the latter
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rule “*‘Buyer B has a right to require seller A to remedy the
lack of conforniity by repair’ becomes valid on August 10"’
is proved by applying the following legal rute sentence rep-
resenting Article 46 of CISG:

(rCISG46): '‘The buyer has a right to require the
seller to remedy the lack of conformity by
repair’’ becomes valid, if the goods do not
conform to the contract.

The requirement of rule rCISG46 is satisfied by fact (8)
on August 10. The instantiated second requirement of the
applied mrl ***'B has a right to repair the machine’ is not
terminated wntil September 1 is proven because the proof
of ‘B has a right to repair the machine’ is terminated until
September I’ is false.

The deductive system of legal knowledge to deduce an
accrual of the validity of an legal object sentence by exer-
cising a right of claim is explicated in an example of the
claim to repair goods delivered. Legal meta rule sentence
3AA2 applies to many other cases such as accruals of the
seller’s duty to perform obligations (Article 46(1)), to de-
liver substitute goods (46(2)), and so on.

Many statutory legal rule sentences regulate the accrual
of validity an legal object directly. In such a case, one need
apply the relevant statutory legal rule sentences, not 3JAAZ,

5.3. Logical structure of contract law deciding termina-
tion of obligations .

The termination of obligations means that the validity of
legal object sentences describing obligations is terminated.
There are two ways to terminate the validity of elementary
legal object sentences: the termination of their validity along
with the termination of the complex legal sentence and the
termination of their validity by themselves,

5.3.1. Termination of elementary legal sentence validity
and contract termination

The validity of elementary legal sentences is terminated
if the complex legal sentence to which they belong is ter-
minated. The validity elementary sentences of a contract are
terminated if the validity of the contract as a complex legal
sentence is terminated.

Complex legal sentences lose their validity on the day
when a fixed termn expires, when the termination condition
is met or when contract avoidance becomes effective, Regu-
lations concerned with these factors can be integrated as a
legal rule sentence, which makes concrete the second re-
quirement of the fundamental legal meta rule sentence mr!
as its subrule sentence.

In Fig.3, two legal object rule sentences, ““A has an ob-
ligation to B that the machine delivered conform to the
contract”” and ‘*A has an obligation to B to repair the ma-
chine™” is terminated on October 1, because the validity of
the contract as a complex legal sentence was terminated
owing to B’s exercise of the right to declare the contract
avoided when B has the right, i.e. ‘B has the right to declare
the contract avoided’ is valid. The right to declare the con-
tract void resulted from the fact that the seller had not fulfill
an obligation to repair the machine within the additional
period of time (one month) fixed by the buyer."

5.3.2, Termination of validity elementary legal object sen-
tences with fulfillment of obligation
In some cases, the validity of one article of a contract is
terminated independently of the validity of the whole con-
tract. The following legal meta rule sentence is valid:

(mrdb) ‘‘The validity of elementary legal object
sentences is terminated when the obligation is

fulfilled.””

Because of the delivery by A on May 1, for example, the
validity of the legal object sentence ‘““A has an obligation
to deliver the machine to B’ is terminated May 1, and
because of payment by B on May 20, the validity of legal
sentence ‘‘B has an obligation to pay the price by May 20"’
is terminated May 20. These terminations of obligations are
deduced by applying the above legal meta rule sentence
mr4b.

6. Conclusion

This research comfirmed the structure of contract law by
taking up CISG as an example and focusing on the systema-
tization of law from the view of Logical Jurisprudence. By
using three standards of legal sentences -- that is, legal fact
sentences and legal rule sentences, complex legal sentences
and elementary legal sentences, and legal object sentences
and legal meta sentences -- we explicated the basic structure
of legal knowledge cnabling us to systematize contract law.
Applying the frame to cases (case 7h here), we formalized
the change of legal relation as a change of the validity of
legal sentences that describe obligations. On formalization,
we found the fundamental legal meta rule sentence under
which every other legal meta rules are systematized. We
thus clarified the logical structure of a contract law system
that deductively proves the change of legal relations along
with the progress of events in a concrete example.

The results of this study have been introduced to the
knowledge base of the CISG. We have developed a knowl-
edge base system by which solutions about legal states of
affairs can be deduced at any time as a result of applying
the CISG to a given international trade case.
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In the 1990, a number of studies was made on nonmono-
tonic reasoning with rule priorities. Little is known, how-
ever, about relationships among these semantics because
there is no framework in which these semantics can be
compared. In this paper, we give the basis of this frame-
work, which is a special form of Dung’s argumentation
framework, although net covering all semantics of past
studies in this category.

To be concrete, we provide rule-based framework (RF)
for extended logic programs (ELPs), clarify semantics of
default rules and rule priorities, and extend it to RF for
prioritized extended default logic programs (EDLPs). By
means of RF for prioritized EDLPs, we reformulate sev-
eral semantics of past studies , indicate their improve-
ments, and give new prioritized EDLPs semantics,

Keywords: Argumentation, Defeasible reasoning, Extended
logic programming, Nonmonotonic reasoning, Rule priori-
tization

1. Introduction

In the 1990, a number of studies was made on nonmono-
tonic reasoning with rule priorities . They may be divided
into four types. The first is adding rule priorities to extended
logic programs (ELPs).” The second is adding rule priorities
to default theories.”**” The third is adding rule priorities to
circumscription.'”  The fourth is proposing individual se-
mantics for default rule sets with rule priorities, /%1219

Little is known, however, about relationships among
these semantics because there is no framework in which
these semantics can be compared.

In this paper, we give the basis of this framework, which
is a special form of Dung's argumentation framework,
which has not covered all semantics in the above literature.

This paper is organized as follows: In section 2, we ex-
plain Dung’s argumentation framework, then give rule-
based framework {RF) for ELPs. Then, we extend RF by
defining semantics of default rules and rule priorities. In
section 3, we reformulate several semantics of nonmono-
tonic reasoning with rule priorities on RF, then discuss im-
provements of these semantics and finally propose new
semantics. In section 4, we state related work, and in section
5, we give concluding remarks.
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2. RF for Prioritized EDLP

2.1. Argumentation Framework

We explain argumentation framework and its semantics
accotding to Ref.9). First, we show the definition of argu-
mentation framework, conflict-free, acceptable, and admis-
sible.

Definition 2.1.1 (Argumentation Framework)
An argumentation framework is a pair AF = (AR, AR-at-
tacks) where AR is a set of arguments, and AR-atiacks is
a binary relation on AR, i.e., AR-attacks € AR x AR.

Definition 2.1.2 (Conflict-free)
A set AS of arguments is conflict-free
iff VAGAS VA'EAS (4, A" )EAR-attacks

Definition 2.1.3 (Acceptable)
An argument A is acceptable w.r.t. a set AS of arguments
iff VA'CAR JAIEAS if (A’, A)EAR-attacks
then (Al, A YEAR-attacks.

Definition 2.1.4 (Admissible)
A sct AS of arguments is admissible

iff AS is conflict-free and cach argument in AS is accept-
able w.r.t, AS.

Example 2.1.1
An argumentation framework (AR, AR-attacks) is as fol-
lows :
AR={A0, Al, A2, A3, Ad, A5, A6, A7} and
AR-attacks ={(A0, A0), (A1, A2),(A2,A3), (A4, A5), (A5,
A4), (A6, A7), (A7, A6)}.

In this case , for example, A3 is acceptable w.r.t. {47,
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AS, A7}, {Al, A5, A7} is admissible and {A2, A5, A7}
is, not admissible , conflict-free.

Argumentation framework has four kinds of semantics,
We show the definition of these semantics and their rela-
tionships below, -

Definition 2.1.5 (Preferred Extension)
A set AS of arguments is a preferred extension of AF
iff AS is a maximal (w.r.t. set inclusion} admissible set
of AF.

Corollary 2.1.1
Every argumentation framework possesses at least one
preferred extension.

Definition 2.1.6 (Stable Extension)
A set AS of arguments is a stable extension of AF
iff AS is conflict-free and VYA'GARWS 3AEAS (A,
A YEAR-attacks.

Lemma 2.1.2
Every stable extension is a preferred extension, but nof
vice versa.

Definition 2.1.7 (Grounded Extension)
A set AS of arguments is a grounded extension of AF
iff AS is the least fix point of Fyp.
F,r is defined as follows:
FAF: 24k — 24R
F.r(S) = {AEAR | A is acceplable w.r.t. S}

Definition 2.1.8 (Complete Extension)
A set AS of arguments is a complete extension of AF
iff AS is admissible and each argument, which is accept-
able w.r.t. AS, belongs to AS.

Theorem 2.1.3
(1) Each preferred extension is a complete extension ,
but not vice versa.
(2) The grounded extension is the least (w.r.t. set inclu-
sion) complete extension.
(3) The complete extensions form a complete semilattice
w.r.t. set inclusion.

Example 2.1.1

This argumentation framework possesses nine complete
extensions ({A1,A3, A4, A6Y, {Al,A3,A4,A7}, {ALLA3,
A5, AGY, {Al, A3, AS, A7}, {Al, A3, A4}, {Al, A3, A5},
{Al, A3, A6}, {Al, A3, A7}, {Al, A3}), four preferred
extensions ({A1, A3, A4, A6}, {A],A3,A4,AT7}, {A1,A3,
A5, A6}, {Al, A3, A5, A7}), one grounded extension
({A1,A3}), and no stable extension, If A0 is not included
in AR, each preferred extension is stable.

2.2. RF for ELPs
An ELP P is a finite set of rules of the form
Lﬂ e Lh seey Lnn ~Lm+]s rery ""'Ln'

where L; is a literal. Ge denotes the set of all ground
instances of rules in P. We call ~L; in rule body assumption.
De-rulep denotes the set of all defeasible rules, which are
rules including assumption, in Gp and St-rulep denotes the
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set of all strict rules, which are rules not including assump-
tion, in Gp. As(R), Head{R) and Body(R) denotes the set of
assumptions, the head literal and the body literals of rule R.

First, we define CI°, Cr” and G-attacksp, preparing for
defining RF for ELPs.

Definition 2.2.1 (C/(S), Cn®(8))
Let P be an ELP and § be a subset of De-rulep. CIF(S)
(resp. Cnf(S)) is a minimal set of literals that is (resp.
logically) closed under the rule set, which is gained by
deleting rules, which has assumptions other than assump-
tions of S from P, and removing assumptions from rc-
maining rule set.

We write CI(S) for CI'(S) and Cn(S) for Cn"(S), when P
is obvious.

S} L means LECKS).
S F-min L means S is a minimal set such that § |- L.
S | L means LECn(S).
S Emis L means S is a minimal set such that § f= L.

Definition 2.2.2 (G-attacksp)
Let S be a subset of De-rufep and R belong to De-rulep.
(8, RYEG-aitacksp iff I~LEAS(R) S Fain L

(S, RYEG-attacksp’’ means that S is a minimal set of
defeasible rules such that if all assumptions of S are true,
then some assumption of R is false.

We define RF for ELPs, which represents a special form
of argumentation framework. We regard a set of defeasible
rules as an argument so as to define semantics of rule pri-
orities in argumentation framework.

Definition 2.2.3 (RF for ELPs)
A RF for an ELP P is a pair

RF(P)= (De-rulep, attacksp)

where De-rulep is the set of all defeasible rules in Gp and
attacksp equals G-attackse.

We write RF for ELPs as RFp,

Example 2.2.1

Pelrpa+ ~b,rpma~c,rec—d,rpd«

\
1t

¢

J

{ ———P

~h T3

RF(P) = ({rm Ty rd}-
{({r-a}s ra), Qrat, r-})

Note: In examples of this paper we append a rule name 10
cach rule to indica te the rule easily.
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The above RFp represents an argumentation framework
AF(P) = (ARe, AR-attacksp), where ARp is the set of all
arguments, argument is a set of defeasible rules, and AR-at-
tacksy equals {(S, S YEARxAR, | AR'ES’ 387 C § (51,
R)Eattackse}.

We define conflict-free, acceptable, and admissible in
RFp, so that they are equivalent to these definitions in sub-
section 2.1. These equivalences are expressed by Theorem
22.1-2.2.3.

Definition 2.2.4 (Conflici-free in RF;)
A set § of defeasible rules is conflict-free in RF(P)
iff VSICS YRES (S1, R)attackss.

Defirition 2.2.5 (Acceptable in RF};)
A defeasible rule R is acceptable w.r.t. a set S of defea-
sible rules in RF(P)
iff ¥S§'EDe-rulep if (§°, R)=attacksy then
IR'ES’ 351CS (51, R)YEattacksp

Definition 2.2.6 {(Admissible in RFp)
A set § of defeasible rules is admissible in RF(P)
iff § is conflict-frec and each argument in S is acceptable
w.r.l. S in RF(P).

Example 2.2.1
For example {r.,, r4} is not conflict-free, 14 is acceptable
w.r.t. {r.,, rs} and {r,, r4} is admissible, in RF(P),

We define preferred extension, stable extension,
grounded extension, and complete extension in RFp, so that
they are equivalent to these definitions in subsection 2.1,
These equivalences are expressed by Theorem 2.2.4.

Definition 2.2.7 (Preferred Extension of RFp)
A set § of defeasible rules is a preferred extension of
RF(P)
iff § is a maximal admissible set of RF(P).

Definition 2.2.8 (Stable Extension of RFy)
A set § of defeasible rules is a stable extension of RF(P)
iff S is conflict-free in RF(P) and
YR’EDe-rule,\S 3SICS (51, R )¥attacksp.

Definition 2.2.9 (Grounded Extension of RFp)
A set § of defeasible rules is a grounded extension of
RF(P)
iff S is the least fix point of Feep,
Frrm is defined as follows.
FRF(P) . Werddep .y e-rulep
FrrieS) = {REDe-rulep | R is acceptable w.rt. S in
RF(P)}

Definition 2.2.10 (Complete Extension of RFp)
A set § of defeasible rules is a complete extension of
RF(P)
iff § is admissible in RF(P) and each defeasible rule,
which is acceptable w.r.t. § in RF{P), belongs to 5.

Assuming that P is an ELP and S is a subset of De-rulep,
the theorems below can be concluded. Due to spaces limi-
tation, their proofs are omitted here.
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Theorem 2.2.1
(1) JASCT20emhr 5.1, UAS=S ASUS is conflict-free
in AF(P) iff 28 is conflict-free in AF(P).
(2) 2% is conflict-free in AF(P) iff § is conflict-free in
RF(P).

Theorem 2.2.2
(1) Let AS be a set of arguments, which are sets of de-
feasible rules, and \UAS equal S. If an argument 50 is
acceptable w.r.t. AS on AF(P) then S0 is acceptable
w.rt. 25 in AF(P).
(2) An argument S0 is acceptable w.r.t. 25 in AF(P)
iff YRESO R is acceptable w.r.t. § in RF(P).

Theorem 2.2.3
(1) Let AS be a set of argunients, which are sets of de-
feasible rules, and UAS equal S. If AS is admissible
in AF(P) then 2° is admissible in AF(P}.
(2) 25 is admissible in AF(P) iff S is admissible in RF(P).

Theorem 2.2.4
(1) Let AS be a set of arguments, which are sets of de-
feasible rules, and UAS equal S. If AS is a preferred

{stable, grounded, or complete} extension of AF(P)
then AS = 2,

(2) 25 is a preferred (resp. stable, grounded, and com-
plete) extension of AF(P)
iff § is a preferred (resp. stable, grounded, and com-
plete) extension of RF(P).

Next, we consider the definitions of well-founded seman-
tics and answer sets in RFp.

Theorem 2.2.5
Let P be an ELP, WFS* well-founded semantics® of P
and GE a grounded extension of RF(P).
In this case, WFS* equals Cn(GE).

Proof.

Let fi($) be the least fix point of function f.

*Definition of WEFS*
Let X be a set of literals and Py be the program ob-
tained from P by deleting each ruie having assumption
~L s.t. LeX.
Y (XY = CUPA\St-ruler) yp(X) = Cn(Py\St-rulep)

I*p(X) 1= yely* p(X)) WES* 1= T*p((9)
«Proof of WFS*=Cn(GE)

Assume that SCDe-rulep and S is admissible in JE&F (P).
Y*H{CUS)) = CI{{REDe-rule, | VSICS
(S1, Ryattacksp))
T {CKS)) = 1y HCIS))
= Cn({REDe-rulep | VS’ EDe-rulep if
(8, R)Eattacksp then AR’ES’ ASICS
(S1, R")Eattacksp})
= Cn(Freen(S))
*pCUSY) = CrlFreery(S))
i Ca(Frre(S)) = CUFrrpfS))
then T*H(CI(SY) = Cn(FrrmX(S))
otherwise Cn(Fgrr(S)) = Lit then
[*2(CKS)) = T*ALit) = Lit Cu{Fren?(S)) = Lit
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Slmilarly l""‘p"(Cl(S)) = CH(F‘"RF‘”(S)).
Since ¢ C Ci(d) C T*x(4)
then T*py(§)=Cr(Fregm($))- O

Note: We write preferred extension as PE, stable extension
SE, grounded extension GE, and complete extension CE.

Example 2.2.1
GE = {r.,} Cn(GE) = a
PE = SE = {r,, r-.}, {re ra}
Cn(PE) = Cn(SE) = Li, {a, c, d}
CE = {r.}, {ra ra}s {7as ra}
Cn(CE) = a, Lit, {a, ¢, d}

Cn(SE) is not an answer set. If we want to define answer
sets in RFp, G-attacksp must be replaced by G-attacks™e.

Definition 2.2.12 (G-attacks*y)
Let S be a subset of De-rulep and R belong to De-rulep.
(S, REG-attacks*p
iff 3~LEAS(R) S krin L.

When G-attackse is replaced by G-attacks*p, RF(P) is
denoted by RF*(P).

Theorem 2.2.6
Ans is an answer set of an ELP P
iff there is a stable extension SE of RF*(P) such that Ans
= Cn{SE).

Proof.
= : Ans = yp{Ans). Therefore, Py, \St-rulep is conflict-
free and VREDe-rulep\(Pr\St-rulep) 38 & Py \St-rulep
(S, Rycattackss.
<= : SE is conflict-free and VREDe-rule \SE 35 C SE (8,
R)Eattackse.
Therefore, SE = PeyseNSt-rulep. Then Ans = ya(Ans).

2.3. RF for EDLPs
We add to an ELP P default rules such that

Ll] = Ll, ey Lms "'Llrub seer "‘Ln-

where L; is a literal. We call rules other than default rules
exact rules, and call rules such that Ly < Ly, ..., Ly strict
rules and others defeasible rules. Dt-rulep denotes the set of
all default rules in Gp.

We named finite sets of rules as follows:

(1) DP (Default Program)

:a finite set of rules of the form Ly <= L,, ..., L.

(2) DPwN (Default Program with Negation as failure)

-a finite set of rules of the form Ly <= Ly, ..., Ly, =Lt
very =L

(3) DLP (Default Logic Program)
‘a finite set of rules of the form Ly <= L,, ..., L. and

Ly~ Ly, ., Lo

(4) DLPwN (Default Logic Program with Negation as
failure) '
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:a finite set of rules of the form L, <= L,,
vy ~Lp and Lo+ Ly, .., Lo

weiy Lmv ""Lnnh

(5) EDLP (Extended Default Logic Program)
:a finite set of rules of the form Ly<=L,, ..., Lo, ~Ln.1,
veey “‘Ln. aﬂd L‘] — L], aney Lm, ""Lm”, seay "'Ln.

We next discuss default rule semantics. We can consider
that a default rule has an implicit assumption in its rule
body. Clarifying the conditions in which implicit assump-
tion come to be false yeilds semantics of a set of rules that
has default rules. Therefore, assuming that § is a subset of
De-rulep and R belongs to Dt-rulep, we define (S, R)ED-ar-
tacksp so that ““S is a minimal set of defeasible rules such
that if every explicit and implicit assumptions of § are true,
then the implicit assumtion of R is false.”” Up to now, we
have used assumption denoting an explicit assumption.

We define CV, Cn”, and D-attackse, preparing for defin-
ing RF for EDLPs.

Definition 2.3.1 (CI"(S) Ca’(8))

Let P be an EDLP and S be a subset of De-rulep. CF(5)
(resp. Cnf($)) is a minimal set of literals that is (resp.
logically) closed under the rule set, which is gained by
deleting default rules other than § and exact rules, which
has explicit assumptions other than explicit assumptions
of S from P and removing (explicit and implicit) assump-
tions from remaining rule sets.

We write CKS) shortly for CI°(S), and Cn(S) shortly for
Cn''(8) when P is obvious.

CR-setp is the set of all closed rule sets of P and denotes
{8 C De-rule, | There is no $’CS such that CKS) = CI($")}

Definition 2.3.2 {D-attacksp)
Let S belong to CR-sefp and R belong to Dt-Rule, (S,
RYED-attacksp
iff (assuming that R/ is the default rule, into which R is
removed body literals, and P is replaced by P U {Rl},
L § U {RI} buia =L AL)
or AL (S Faiw £ and S |~ -~L and R is used last among
default rules to derive ~L)

The latter part of this definition indicates that L is derived
from a set of literals including ~L. If P is a DPwN, the
definitions of D-antackse can be simplified such that (S,
R)ED-attacksp iff S |-min L and Head(R) = ~L.”

Next, we define RF for EDLPs,

Definition 2.3.3 (RF for EDLPs)
A RF for an EDLP P is a pair

RFE(PY= (De-rulep, attacksp)

where De-rulep is the set of all defeasible rules in Gp and
attacksp equals G-attacksp U D-attacksp.

The definition of G-artackse is not changed, but the
meaning of (S, R)YEG-attacksp is that S is a minimal set of
defeasible rules such that, if all explicit and implicit assump-
tions of S are true, then some explicit assumptions of R are
faise.
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We call Ly = L], veas Lm, ""Lm+1, . “'Ln, “"L[|. the semi-
normal exact rule of Lo <= L1, ooy Ly =Lty ooy ~Ln.

Lemma 2.3.1

(1) Let P be a DP and P’ be an ELP into which all rules
in P are replaced by their seminormal exact rules.
(S, R)ED-attacksy iff (5, R)eG-attacksp-

(2) Let P be @ DPwN and P* be an ELP into which all
rules in P are replaced by their seminormal exact
rules.

If (S, R)ED-atiacks, then (§, R)EG-attacksp

(3) Let P be a DLP and P’ be an ELP into which all
default rules in P are replaced by their seminormal
exact rules.

(S, R)ED-aitacksp if (S, RIECG-attacksp:

Proof.

(1%2) = «(§, RYED-anacksp.

Then A~LEAS(R) S bmin L in P,
(1) = (S, REG-attacksp.

Then 3L S fmin L and Head(R) = ~L in P.

(3) = (8, RYEG-attacksp.
Then 3L § fmin L and Head(R) = =L in P.
IS} ~Lin P then 3L ( § |mi L and

R is used last among default rules to derive -L) in P
else assuming that RI is the default rule, into which R is

removed body literals, and P is exchanged by PU{RT}
ALSU{RI} FmnL A ~Lin P ]

We next show an example of lemma 2.3.1(1).

Example 2.3.1
Pl={r,iaesb,r,: ~asc,n! be,r.ic=}
P2={r,ia+« b, ~ma,r,i~a« ¢, ~a,r: b+ b,
reic e ~nc.}

Pl P2

Attackspy is {{({7s ro}s raa) s ({r-a r}s raks which equals
A“a(‘ks,r:g.

Definition2.2.4~2.2.10 are not changed and Theo-
rem2.2.1~2.2.4 are hold, because AF(P) is not changed.
We show an example of DLP.

Example 2.3.2
P=lr,ia<bc,r,:~as+de, ppibe=,r i ce,

ryides,roe e}
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attacksp = D-attacksp = {{{re, ¥ Fals Te)y {{T0s Tes Tebs Tahy
({rb# Fay r(‘}? r:.‘)a ({rﬂ Fets rc}a ?’;,)}

GE =¢ .

PE = SE = {ry, 7o, Ya}s {Fos Yes Yebs {rm Fas 7ehs {Fo Py re}

2.4. RF for Prioritized EDLP

A prioritized EDLPy is (P, <). P is an EDLP. < is a strict
partial order on P.

We define conflictse as rclations between sets of defea-
sible rules that attacks each other in AF(P).

Definition 2.4.1 (Conflictsp, G-conflictsp, D-conflictsy, DG-

conflictsp)

conflictse = {{(S, R), (5’, R)) | (S, R")attacksp,
(5", R)eatracksp, R’ES’ and RES}

G-conflictsp = {((S, R), (5", R)) | (S, R"YEG-attacksp,
(5", RYEG-attacksp, R’ES’ and RES}

D-conflictsp := {((S, R), (S", R)) | (5, R")ED-attacksp,
(S', R&D-attacksp, R'ES" and RES}

DG-conflictsp := {((S, R), (5", R)} | (5, R")ED-attacks,,
(8", RYEG -attacksp, R’&S” and RES} U {((S, R),
(8", R0 | (S, R")EG-attacks, (S’, RYED-attacksp,
R’ES” and RES)

We consider semantics of tule priorities in AF(P) = (ARp,
AR-attacksp). When ((S, R}, (5°, R"))&conflictsp is formed,
{(S, SN U {RD. (5", S\S" U {R})} is a subset of AR-at-
tacksp. In brief, if some condition between sets of rules in
S and § is satisfied, (5, S\S U {R) or (5", S\S" U {R}) is
removed from AR-attackspy. attackse denotes this removed
one.

Definition 2.4.2 (RF for prioritized EDLF5)
A RF for a prioritized EDLPp = (P, <) is

RF(TT} = (De-rulep, attacksp, attacks p,
AR-attacksp)

where De-rulep is the set of all defeasible rules in G,
attacksp is G-attacksp \J D-attacksp, attacks™p is {(8, '\
U {RD] (S, R), (8, R)ECONFLICTS, and RELATE)}
and AR-attacksp equals {(5, $)C2PemiF x 200nkF |
IR'es’ 3SICS (S1, R)Eaittacksp and YSI' st
R’&SICS® (S1, SI’)Sattacks p}. CONFLICTS is one of
the above defined conflicts. RELATE is a strict partial
order between sets of rules in S and §°.

CONFLICTS and RELATE can be variously defined. We
write RF for prioritized EDLPs as RFn. The above RFn
represents an argumentation framework AF(IT) = (ARp, AR-
attacksp), where ARp is the set of all arguments, argument
is a set of defeasible rules.

Vol.2 No.1, 1998




Lemma 2.4.1
Let § and 8§’ be subsets of De-rulep.
(1) If (S, $°)EAR-attacksp
then ¥S1' s.t. R'EST'CS’ (S0, S1')EAR-attacksp
(2) If (S, S)EAR-attacksy
then ¥YSO0CDe-rulep s.t. SCS50 (50, SO)CAR-attacks,
(3) If 3SICS IRI'ES’ ((SI, R1’)Eattacksy and
(S, S )FAR-attacksp)
then JACS 3A'CS ((S° U A, S)SAR-attacks
or (S U A°, S’ )EAR-attacksy) :

We define conflict-free, acceptable and admissible in
RFn, and preferred, stable, grounded and complete exten-
sion of RFg so that they can be equivalent to these defini-
tions in subsection 2.1. These equivaiences are expressed by
Theorem 2.4.2~2.4.5,

Definition 2.4.3 (Conflict-free in RFp)
A sct S of defeasible rules is conflicr-free in RF(FY)
iff VSICS VRES (S1, RY&Eartacksp.

Definition 2.4.4 (Acceptable in RFy)
A set SO of defeasible rules is acceprable w.r.t, a set S
of defeasible rules in RF(TI}
iff V5’ CDe-rule, if (S°, SO)EAR-artacksp then
(S, S YEAR-attacksp.

Definition 2.4.5 (Admissible in RFy)
A set § of defeasible rules is admissible in RF(IT)
iff § is conflict-free and acceplable w.r.t. S in RF(TT).

Definition 2.4.6 (Preferred Extension of RFy)
A set § of defeasible rules is a preferred extension of
RF(IT) iff S is a maximal admissible set of RF(IT).

Definition 2,4.7 (Stable Extension of RFy)
A set S of defeasible rules is a stable extension of RF(IT)
iff S is conflict-free in RF(IT) and
VS E20erier\2% (8, 87 YEAR-attacksp.

Definition 2.4.8 (Grounded Extension of RFp)
A set § of defeasible rules is a grounded extension of
RF(IT)
iff S is the least fix point of Fagn).
Frem is defined as follows.
FRF(H) : 2D¢-rufcp — zne-rlrlep
Frem(S) = U{S0 C De-rulep | SO is acceptadble w.r.t. S
in RF(TT}}

Definition 2.4.9 (Complete Extension of RFp)
A set § of defeasible rules is a complete extension of
RF(I)
iff S is admissible in RF(IT) and each set of defeasible

rules, which is acceptable w.r.t. § in RF(I1), is a subset
of 8.

Assuming that IT = (P, <) is a prioritized EDLP and S is
a subset of De-rulep, the theorems below can be concluded.

Due to space limitation, their proofs are omitted here.
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Theorem 2.4.2
(1) Let AS be a set of arguments, which are sets of de-
feasible rules, and \JAS equal S.
ASU{S} is conflict-free in AF(T])
iff ASU{S} is conflict-free in AF(P).
(2) 3ASC20erier 5.1, \UAS = § ASUYS} is conflict-free in
AF() iff S is conflict-free in RF(TT),

Theorem 2.4.3

(1) Let AS be a set of arguments, which are sets of de-
feasible rules, and \UAS equal S.
If an argument S0 is acceptable w.r.t. AS in AF(1I)
then 50 is acceptable w.r.t. ASU{S} in AF(11).

(2) JASC20ertp 5.1, \UAS = S an argument 50 is accept-
able w.r.t. ASU{S} in AF(TT)
iff 50 is acceprable w.r.t. § in RF(TI).

Theorem 2.4.4
(1) Let AS be a set o arguments, which are seis of de-
feasible rules, and \JAS equal S.
If AS is admiysitie in AF(T])
then AS U {8} is admissible in AF(TI).
(2) ASC2Pemkr 1 UAS = § ASUYS} is admissible in
AFM) iff § is admissible in RF(TI).

Theorem 2.4.5

(1) Let AS be a set of arguments, which are sets of de-
feasible rules, and \JAS equal 8.

If AS is a preferred (stable, grounded or complete)
extension of AF(TI) then SEAS.

(2) SASC20enier 5.1, UAS = S ASU{S} is a preferred
{resp. stable, grounded and complete} extension of
AFM) iff § is a preferred (resp. stable, grounded and
complete) extension of RF(T1).

The corollary below can be concluded from Corol-
lary2.1.1, Lemma2.1.2, Theorem?2.1.3 and Theorem2.4.5,

Corollary 2.4.6

(1} Every RFy, possesses at least one preferred extension.

(2} Every stable extension of a RFp is a preferred exten-
sion of it, but not vice versa.

(3) Each preferred extension of a RFy is a complete
extension of it, but not vice versa.

(4} The grounded extension of a RFyq is the least complete
extension of it.

(5) The complete extensions of a RFy form a complete
semilattice.

Theorem 2.4.7
Let Il = (P, <) be a prioritized EDLP, SE(T1) and GE(T1)
be stable extension and grounded extension of RF(TI),
and SE(P) and GE(P) be stable extension and grounded
extension of RF(P}.

(1) SE(TY) is SE(P).
(2) GEM)2GE(P)

Proof.
(1) S is a stable extension of RF(IT)
= § is conflict-free in RF(IT) and
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Table 1
problem CONFLICTS RELATE semantics
[Brewka 96} ELP G-conflicts, R<R’ Cr{GE")
[Gabbay, et.al g1 DP D-conflicts, R<R'and "} Cr{GE), Cn(PE), Cn(CE), Cn{SE}
IDimopoulos&Kakas '95)" DP D-conflicts, -2 Cn{PE)
[Kowalski&Toni '96]'" DPwN  D-conflicts, R<R and "1 Cn{PE)
D-conflicts, R<R’ and "3

|Prakken&Sartor '96]'  DLPwN { popin
F

"1 I Head{R} = T Head(R ")

(8. $HE D-conﬁiccs,,) Cn(GE)

‘2° YRIES VRI'ES' ~(RI'<R1) and ARIES JdRI'ES" R <R
*3 * there is a literal L such that RE Top, (SUS Y and R '€ Top ., (SUS"

yS§ ezoenten 5 IS1CS JR'ES’
((S1, R")Eattacksp and VS1” s.t. REST’CS’
(51, S1")&attacks™p)

= § is conflict-free in RF(II) and
VR'EDe-rule\S 3S1CS (51, R*)Eattacksy

= S is a stable extension of RF(F)

(2) Free®) = {R | YS’EDe-ruley (5°, R)Eattacksp}
Frem(@)= U{S0 | VS'EDe-ruley (5, SOYEAR-at-
tacksp}

Assuming that S0 = Ferpe)(d),
vS'EDe-rules (S, SOYEAR-attacksy

. Fre(0)SF reny(d)

Frrm(9) = {R | VS'EDe-rulep if (S, R)Eaitacksp
then IR'ES’ ASICFarpr(9) (SI, R')Eattackss}
Freau{) = U{SC | VS EDe-rulep
if (7, SOYEAR-attacks,
then (Feran(9), SYEAR-attacksp}
Assuming that SO0 = Frep(§),
VS EDe-ruley if (5, SOYEAR-attacksp
then (Frrn(®), $IEAR-attacks,

. Freet(@)GF rean($)
Similarly Free (@)CF arm () Farer' @)SF ey (9), 0
. GE(PYCGE(IT) ]

2.5. Rule Priorities within Logical Language

In Refs.5)~7) and 15), rule priorities can be cxpressed
within logical language. In this subsection we define the
semantics of this case. Named EDLP T is (P, name) where
P is an EDLP, which includes {infix) predicate symbol <
that can take rule names as arguments. Rule name is a
constant symbol, and P contains all ground instances of the
following rules, where x, y, and z are parameters for rule
names:

x<zex<y,y=<2z.
~x <y ey <.
name is a partial injective function such that ““*De-rulep

— N’ and N is a set of constant symbols. We next define
the semantics of named EDLP.

Definition 2.5.1 (Preferred (Stable, Grounded, Complete)
Extension of named EDLF)
A set S of defeasible rules is a preferred (resp. stable,
grounded, and complete) extension of named EDLP T =
(P, nante)

iff S is a preferred (resp. stable, grounded, and complete)
extension of RF(IT).

M= (P, <)

<={nl <n2|nl <n2&Cl(S)}

< is consistent

Although the above definition is recursive, the construc-
tive definitions of stable extension and grounded extension
can be formed according to theorem 2.4.7,

Definition 2.5.2 (Stable Extension of named EDLP)
A set § of defeasible rules is a stable extension of named
EDLP I" = {P, name)
iff § is a stable extension of RF(P). And § is a stable
extension of RF(IT).
IT= (P, <)
< = {nl < n2|nl < n2€Ci(5)}
< is consistent

Definition 2.5.3 (Grounded Extension of named EDLP)
A set S of defeasible rules is a grounded extension of
named EDLP T = (P, name)
iff S is the least fix point of Fy.

F; is defined as follows:
Fr3 ZDc-mIzp —» QDe-rulep
Fu($)= ground extension of RF(IT)
if < is consistent
= § otherwise
II=(P <
< = {nl < n2|nl < n2eCl (5)}

3. Analysis of Semantics by RFy

3.1. Reformulation of Semantics

We reformulate several semantics from the literature,
mentioned in Section 1 (Table 1).

GE’ is grounded extension where Frr(S) is exchanged
by Frray'(S).

Frey'(S) = SU{RCDe-rule/S | V5'CDe-rulep
if (5*, R)Eattacksp
then 382 s.t. RES2C{RIUS (8, $2)Cattacks p or
351CS AR'ES’ (51, R")Eaitacksy)}

GE’ & GE is hold. Top(S) stands for a sct of default
rules, which are used last among S to derive L. About

272 Journal of Advanced Computational Intelligence Vol.2 No.1, 1998




Vol.2 No.1, 1998

Ref.15) we modified its semantics. In Example 2.3.2 if <

equals {rs < ry, ro < r.}, then original semantics, “justified
conclusions,”” is {b, ¢, d, e, ~a}. We modified this into {c,
d, e, ~a}. If < equals {rs < ry, rc < r.}, then original seman-
tics is {b, ¢, d, e}. We modified this into {d, ¢, ~a}. We
maodified the definition of rebuts as follows:

Let Al and A2 be two arguments. Then Al
rebuts A2 iff there is a sequence S of strict rules
such that A1+A2+8 has conclusions L and ~L
and 3IR'ER ,(AT+A2+5) N A2
VRER(AI+A2+8) NAI R X R’.

Note: that the above argument is not used in this paper. The
original definition of rebuts is as follows.

Let Al and A2 be two arguments. Then Al
rebuts A2 iff there are sequences S1, S2 of strict
rules such that A1+81 has a conclusion L and
A2+52 has a conclusion -1 and

VRER (AL + S1) IR’ER_{A2+S2} R & R".

3.2. Improved Semantics

Ref.6)’s semantics can be improved by replacing GE’

with GE.

Example 3.2.1

I = ({rpa « b~c., ryb <~d., rac « ~a,, rgd < ~a.},
{re<ra,ra<n})

C"(GE‘)Brcwka = ¢'
Cn(GE)grewss = {a, b}

For Refs.8), 10), 12), and 15)'s semantics, rule priorities

between rules not used last to derive conflicting literals, can
be considered by removing ‘““Head(R) = -~Head(R’)” or
“‘there is a literal L such that RETop,(SUS") and R’E
Top-(SUS™)'’ from RELATE.

Example 3.2.2

O=({rpa<=b,rpb<=,r. g ma <= =b,r;-=b+ ~a},
{ry < ray, o <ra})

a —h
r,t rﬁbg
b 4
ry r.,
<

Cn(GE)Guhhay = C”(GE)Prnkkcn = ¢
Cn(PE)Guhhuy = C"(PE)Dimupuulus = Cn(PE)Kuwulski = {a; b}:
{~a, =b} .

A Framwork for Nonmonotonic Reasoning with Rule

By above mentioned removal, all of them become {-a,
~b}.

Refs.3) and 9) suggest that in argumentation framework

grounded extension, preferred extensions and complete ex-

tensions can be improved by replacing acceptable (Defini-

tion2.1.3) with the following acceptable*:

Definition 3.2.1 (Acceptable®)
An argument A is acceptable* w.r.t. a set AS of argu-
ments

iff VA'EAR 3AIEAS if (A’, A)eAR-attacks
then (A1, A’ YEAR-attacks or (A°, A YEAR -attacks

In the same way, most semantics in Table 1 can be im-
proved by replacing acceptable in RFp{Definition2.4.4) with

the following acceptable* in RFn:

Definition 3.2.2 (Acceptable* in RFp)

A set $O of defeasible rules is acceptable* w.r.t. a set §

of defeasible rules in RF(IT)
iff V5'CDe-ruley if (S, SOEAR-attackss then
(S, SEAR-autacks, or (§°, S YSAR-atracksp.

We denote this improved GE, PE, and CE as GE*, PE*,

and CE*.

Example 3.2.3
T = ({rpua « ~b, ~a., ry:b — ~a.}, {r, < r.})

b a
rbT ‘rlL
~a ~h ~a

C"(GE)Brcwh = ¢
Cn{GE*)prewsa = {b}

Example 3.2.4
H=({rma e, r -a<=a}, {r,<r.})

a
r, r.,
<
a

C“(GE)Gahhay = C”(GE)Prakkcn = C”(PE)Gubb:ty = C"(PE)Di-
mll);xlulns = C"(PE)analski = ¢

C”(GE*){}uhbay = CN(GE*)Prakk:n = CII(PE*)Gabbny =
C”(PE*)Dirmpuulos = CH(PE*)analski = {a}

3.3. New Semantics

We propose new semantics (Table 2), based on the lit-
erature of Table 1.

We next explain the feaiures of this semantics. When we
consider the semantics of Ref.6) in a program including
default rules, we assume all default rules in the program are
replaced by their seminormal exact rule,

(1) We give semantics of prioritized EDLPs, which is more
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Table 2

problem  CONFLICTS RELATE semantics
G-conflicts, R<E"
EDLP D’Cﬂnﬂit‘w', R<R’

DG-conflicts®, {5, § )€ D-conflicts”,

ColGE"), Cr(PE"}

general than the problems of Table 1.

(2) We use rule priorities to resolve both D-conflictsp and
G-conflictsp.

Example 3.3.1
M = ({rya = ~b., ry:b <= ~a.}, {r. < rs})

C"(GE)Pmkhcn = ¢
C"(GE’)Brcwkn = C”(GE)Ncw = {b}

Example 3.3.2
= ({r,:a — b, rgma~c rpbe,rc <:=_},

{rs <r.})

1a

ry r,

<

- -

1
|

C‘"(GE)Br:wka = Lit
Cn(GE)raien = Cr(GE)new = {4, ¢}

(3) For DG-conflictsp, as in Ref.15), we give precedence to
G-artacksp over D-attacksp. Although Refs.6) and 12) do
not make out the meaning, we show an example ecasily
understood and similar to Example2.18 of Ref.13).

Example 3.3.3
N = ({r:~0lis_innocent <«  QJ_is_guilty,,
;- 0OJ_is_guilty = QJ_is_innocent., 1;:0J_is_guiltys=.,
10l _is_innocent «— ~0J_is_guilty.}, {r; < 1,})

*'OJ_is__iTmcent Q) _is_guilty

Q)_is_gutlty  OJ_is_innocent

n <

~QJ_is_guilty

Cr{(GE)geuie = {OI_is_innocent, —0OJ_is_guilty}
Cn(GE)ew = {OJ_is_guilty, ~QJ_is_innocent}

(4) We use D-conflicts*p instead of D-conflictsp, and DG-
conflicts*p instead of DG-conflictsp. These are where D-ai-
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tacksp(Definition2.3.2) are replaced by D-attacks*p,

Definition 3.3.1 (D-attacks*p)

Let § be a subset of De-rule, and R belong to Dt-Rule,,.
(S, RYeD-attacks™s

iff (assumed that R7 is the default rule, into which R is
removed body literals, and P is replaced by PU{RI}, IL
SU{RI} bmin =L A L)

or AL (S fmin L S F ~L and R is used last among default
rules to derive —L)

Example 3.3.4
M= ({rpae=b,roi-ae=c b e=, e <=},
{rc <ty I <1,})

3

a

r,E r_,,I
b \ c

I r

bu > ¢ E

attacksp = D-attacksp = {{({ra, 1o}s 7-a) » ({7as #2}, 7o),

({rm Foas rc}a rb)y ({ras Fogs rb}) rc)}

a“ac‘ks-f’ = {({r_.,,, rc}: {ras rb})) ({rfn L™ rc‘}v {rb})}

GEH:W = PEHew = {rm Fiy rc}

Cr(GE)gew = Cn(PEYyew = {a, b, ¢}

For semantics other than Ref.8), rule priorities are disre-

garded and Ca(GE) is {b, c}, Cn(PE) are {a, b, c} and

{~a, b, c}}.

(5) We apply GE* and PE* instead of GE and PE.

In Example3.34 st. < = ¢, Co{GE)uew = ¢ is improved
to Ca(GE*ew = {6, ¢}

4, Related Work

For a framework for nonmonotonic reasoning, NAF-
based frameworks™” are simple and easy to understand. In
Ref.9), for example, AR of argumentation framework is the
set of all arguments and argument is a set of assumptions.
For the purpose of analyzing the effects of rule priorities,
however NAF-based frameworks are inconvenient, because
rules, from which conclusions are derived, must be identi-
fied. For semantics of nonmonotonic reasoning with rule
priorities, Refs.6), 8), 10) and 12) submit to an *‘argument’’-
based approach. “‘Here, argument’’ denotes a minimal set
of rules, from which a literal is derived. In an ‘‘argument-
based’’ approach, only AR-attacks between arguments are
considered. As we show in Example 2.3.2, however, in DLP
AR-attacks between closed rule sets must be considered.
Furthermore, in EDLP, AR-atracks between sets of defeasi-
ble rules must be considered, such as Example 4.1.1. If
D-conflictsp is replaced by D-conflicis*p, even in DP, AR-
attacks between sets of defeasible rules must be considered.

Example 4.1.1
P={rpa « ~c,r.m~a<~b,~d rpb <=1}

Voi.2 No.1, 1998
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D-attacksp = {({rs, r-a}s )}
Cn(GE) = Cn(PE) = {a}

For semantics of default rules, except for regarding a =
b.as a = b, ~—a , regarding @ < b as a defaull :b—>a/b—a
is known.'” This semantics has a problem of contraposition
arising also in nonmonotonic reasoning with rule priorities.

Several symblols, concepts’ names and concepts in Sub-
section?2.2~2.4 are based on various literature. To be con-
crete, Famin® CLY Cn,® defeasible rule,”" strict rule &'
exact rule,'” default rule,” closed” rule set, seminormal”
rule, prioritized® EDLP and concepts of conflicts® and
named” EDLP are based on their superscripts® literature.

5. Conclusion

We provided RF for ELPs, clarified semantics of default
rules and rule priorities in RF, and extended it to RF for
prioritized EDLPs. Using RF for prioritized EDLPs, we re-
formulated several semantics of past studies, indicated their
improvement, and gave new prioritized EDLP semantics.
This papaer is a first step in this line of research, and much
wark remains, e.g., to make formal results of Section 3
sufficient, to show relationships among semantics in Table
1, to extend RF to deal with the rest of the literature, and to
consider proof procedures for computing these semantics.
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